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Abstract: This paper presents an overview of the motivation, background to and state-of-the-art in energy maximising control of wave energy devices. The underpinning mathematical modelling is described and the control fundamentals established. Two example control schemes are presented, along with some algorithms for wave forecasting, which can be a necessary requirement, due to the non-causal nature of some optimal control strategies. One of the control schemes is extended to show how cooperative control of devices in a wave farm can be beneficial. The paper also includes perspectives on the interaction between control and the broader objectives of optimal wave energy device geometry and full techno-economic optimisation of wave energy converters.
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1. INTRODUCTION

With the recent sharp increases in the price of oil, issues of security of supply, and pressure to honour greenhouse gas emission limits (e.g. the Kyoto protocol), much attention has turned to renewable energy sources to fulfil future increasing energy needs. Wind energy, now a mature technology, has had considerable proliferation, with other sources, such as biomass, solar and tidal enjoying somewhat less deployment. Wave provide previously untapped energy potential and wave energy has been shown to have some favourable variability properties (a perennial issue with many renewables, especially wind), especially when combined with wind energy (Fusco et al., 2010).

The main reason for the lack of proliferation of wave energy is that harnessing the irregular reciprocating motion of the sea is not as straightforward as, say, extracting energy from the wind. Wind energy turbine design has, in the main, converged on a generic device form, the 3-bladed horizontal axis turbine, and turbine technology and its associated control systems are well developed.

Nevertheless, it is interesting to note that, as solar energy is subsequently converted into wind and then waves, the power density increases. For example, at a latitude of 15° N (Northeast trades), the solar insolation is 0.17 kW/m². However the average wind generated by this solar radiation is about 20 knots (10 m/s), giving a power intensity of 0.58 kW/m² which, in turn, has the capability to generate waves with a power intensity of 8.42 kW/m² (McCormick, 1981). The distribution of wave energies worldwide is depicted in Fig.1. One of the interesting characteristics of the wave energy distribution is that some countries with a relatively high dependence on imported fossil fuels

for electricity production (e.g. Ireland at 88% in 2008) have access to a significant wave energy resource (70 kW/m of wave crest). As a case in point, Ireland has a practical annual wave resource of 14 TWh, with an annual consumption of just under double that at 26 TWh. However, a mitigating factor is that the wave resource is frequently located a significant distance from consumption centers, an issue also highlighted with other renewable resources (Knight, 2008).

The current poor state of wave energy technology development is highlighted by the availability of just a few commercially available wave energy converters (WECs), including the Wave Dragon (Soerensen, 2003), Pelamis (Yenn et al., 2002), Oyster (Whittaker and Folley, 2012) and Wavestar (Kramer et al., 2011). The stark contrast in operational principle of these four devices, as well as the diversity in appearance and operation of the 147 prototypes listed in (Koca et al., 2013) provides further evidence of the relative immaturity of wave energy technology. Drew et al. (2009) provide a useful overview of wave energy devices and technology classification.
In addition to the relative lack of progress in basic WEC design there is, understandably, a corresponding ‘fertile field’ in the development of control system technology to optimize the operation of wave energy devices. This article will attempt to show that the availability of such control technology is not only necessary, but vital, if WECs are to be serious contenders in the renewable energy arena. Ultimately, energy conversion must be performed as efficiently as possible in order to minimize delivered energy cost, while also:

- Maintaining the structural integrity of the device;
- Minimising wear on WEC components, and
- Operating across a wide variety of sea conditions.

Dynamic analysis and control system technology can impact many aspects of WEC design and operation, including:

- Device sizing and configuration;
- Maximisation of energy extraction from waves, and
- Optimising the energy conversion in the power take-off (PTO) system.

Ultimately, commissioned wave energy devices or ‘farms’ must provide energy at prices which are competitive with, at least, other renewable sources. In the short term, a number of state agencies, including Portugal and Ireland, have provided inflated tariffs to stimulate the development of wave energy devices, at 0.23/kWh and 0.22/kWh respectively. As a benchmark for comparison, the cost of domestic electricity in Ireland is currently 0.14/kWh. Some recent analysis suggests that current costs for wave energy are in the region of Euro 1/kWh (Babarit and Hals, 2011).

As a measure of the challenge, since energy density increases by a factor of almost 15 in the conversion from wind to wave, one might expect that wave devices should be 15 times smaller than their wind counterparts, for a comparable power output. However, a typical conventional 850 kW horizontal axis wind turbine (e.g. Vestas V52-850 kW) has a tower height of 60 m and a rotor diameter of 52 m, while the Pelamis (rated at 750 kW) has a length of 150m and a diameter of 3.5m. This rough comparison suggests that we still have a considerable way to go. However, since raw renewable resources (wind, wave, etc) are free, the predominant economic performance metric (Weber et al., 2013) for wave energy is the cost of energy delivered to the grid.

In making wave energy extraction economic, the control community has a significant role to play. While much work remains to be done on optimising the basic geometry of WECs and the development of efficient power take-off (PTO) systems, it is already clear that appropriate control technology has the capability to double the energy take from WECs (Babarit and Clement, 2006). However, the control problem is not one which fits neatly into a traditional form (e.g. setpoint following) though, for some special cases e.g. potable water production, more traditional regulation loops are required (Bacelli et al., 2009). In addition, servo loops are often required in hierarchical WEC control (see Section 4).
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**Fig. 2. Typical Pierson-Moskowitz wave spectra**

**Fig. 3. Real wave spectrum**

The objective of this article is to articulate the ‘control’ problem associated with WECs, examine the structure of a typical WEC model and give some examples of how control and associated technologies can be applied to WECs and WEC arrays. An overview of the forecasting problem associated with non-causal control strategies is also given, along with some sample forecasting results.

2. QUANTIFYING THE WAVE RESOURCE

The two measurable properties of waves are height and period. With regard to wave height, researchers and mariners found that observed wave heights did not correspond well to the average wave height, but more to the average of the one-third highest waves. This statistically averaged measure is termed the significant wave height and usually denoted as $H_s$ or $H_w$. In addition, real ocean waves do not generally occur at a single frequency. Rather, a distributed amplitude spectrum is used to model ocean waves, with random phases. The use of energy spectra to represent sea states has been enumerated by a number of researchers, including Bretschneider (Bretschneider, 1952) and Pierson, Moskowitz (Pierson and Moskowitz, 1964) and the spectra resulting from the JONSWAP project (K. Hasselmann et al, 1973). Both the Bretschneider and Pierson-Moskowitz spectra have the general form of:

$$S_T(T) = AT^3 e^{-BT^4} \tag{1}$$

for the wave spectral density (or wave spectrum), $S_T(T)$, with the coefficients $A$ and $B$ for the Pierson-Moskowitz model, by way of example, given as:
\[ A = 8.10 \times 10^{-3} \left( \frac{g^2}{(2\pi)^4} \right) \]  \hspace{1cm} (2)

\[ B = 0.74 \left( \frac{g}{2\pi V} \right)^4 \]  \hspace{1cm} (3)

where \( V \) is the wind velocity measured 19.5m above the still water level (SWL), \( g \) is the acceleration due to gravity and \( T \) is the wave period in seconds. Some typical wave spectra generated from the Pierson-Moskowitz model are shown in Fig.2. Note that the available wave energy increases (approximately) exponentially with wave period, \( T \).

It should be noted that not all waves are well represented by the spectral models of the type shown in (1). In some cases, where swell and local wind conditions are relatively uncorrelated (which can often be the case, for example, on the West Coast of Ireland (ESB International, 2005)), ‘split spectra’, consisting of spectra containing two distinct peaks, can occur. A variety of spectral shapes are illustrated in Fig.3 and present a significant challenge to the WEC designer and control engineer alike.

Note also that all of these previously mentioned wave spectra models are for fully developed waves i.e. the fetch (the distance over which the waves develop) and the duration for which the wind blows are sufficient for the waves to achieve their maximum energy for the given wind speed. In addition, linear wave theory is assumed i.e. we assume that waves are well represented by a sinusoidal form. This relies on the following two assumptions:

- There are no energy losses due to friction, turbulence, etc., and
- The wave height, \( H \) is much smaller than the wavelength, \( \lambda \).

However, it can be seen that not only is the ‘wind-wave’ component in Fig.3 for set \( G_1 \) at odds with the Pierson-Moskowitz model spectrum shown in Fig.2, but there are three distinct low frequency components in set \( G_1 \). Directional wave analysis (Gilloteaux and Ringwood, 2009) can be used to reveal the individual components. In general, with regard to wave directionality,

- Directional wave devices are tethered with non-directional moorings which allow the devices to face the predominant wave direction, or
- Devices are non-directional, such as heaving buoy-type devices.

However, there are a number of exceptions to this general rule, including shore-mounted oscillating water column devices, and while many devices can be considered non-directional, the (fixed) moorings to which they are attached are rarely truly non-directional.

In general a wave spectrum is assumed to be stationary for up to 3 hours. Time-frequency analysis, utilising the Wavelet transform (Nolan et al., 2007) can be used to examine spectral variability and, for longer durations (e.g. a year), wave scatter diagrams (see Fig.4) provide a joint probability table of significant wave heights and characteristic periods for a particular wave site. For example, the data shown in Fig.4 shows two predominant wave climates which exist at a particular site.

![Fig. 4. Scatter diagram for typical wave energy site](image)

The energy in an ocean wave, consisting of both potential and kinetic energy, is proportional to the square of the wave amplitude (McCormick, 1981) and proportional to the wavelength, as:

\[ E_w = E_p + E_k = \frac{\rho g H^2 \lambda b}{8} \]  \hspace{1cm} (4)

where \( H \) is the wave height above SWL, \( \lambda \) is the wavelength, \( \rho \) the water density and \( b \) the crest width. In deep water, the energy in a linear wave is equally composed of potential energy (exhibited by the wave height) and kinetic energy (dependent on the motion of the particles) as:

\[ E_p = E_k = \frac{\rho g H^2 \lambda b}{16} \]  \hspace{1cm} (5)

For simulation purposes, wave spectra are usually discretized and individual sinusoidal components used, where the amplitudes are determined from the spectral density (e.g. as in Fig.2), and random initial phases employed for individual components.

3. MATHEMATICAL MODELS FOR WAVE ENERGY DEVICES

Mathematical models of wave energy devices are required for a variety of purposes:

1. Assessment of power production
2. Assessment of loading/forces under extreme sea conditions
3. Simulation of device motion, including evaluating the effectiveness of control strategies, and
4. For use as a basis for model-based control design.

Mathematical models for wave energy devices should, ideally, encompass the water/device (hydrodynamic) interactions and PTO system, and may also include a model for connection to an electrical grid, thus presenting a total ‘wave-to-wire’ model (Josset et al., 2007). While the PTO and grid (or possible other downstream energy consumers, such as reverse osmosis) may be modelled using more traditional physical, lumped parameter, modelling methodologies, the determination of the hydrodynamic model for a WEC, or array of WECs, is nontrivial. A variety of modelling methodologies are available, most of which involve the solution to partial differential equations across a numerical mesh.
Among the possible hydrodynamic solvers with the highest fidelity are algorithms based on smooth particle hydrodynamics (SPH) (Cleary et al., 2007) or computational fluid dynamics (CFD) (Agamloh et al., 2008). Such approaches can articulate the full range of nonlinear hydrodynamic forces in three dimensions. However, given the significant computational overhead of such approaches (typically a second of simulation time takes around an hour of computation time), they are not ideal either as a basis for model-based control design, nor as a simulation tool to evaluate the effectiveness of various control designs. However, they have been used to develop simpler parametric models, which can provide a basis for control design and simulation (Davidson et al., 2013). The remainder of this section is primarily devoted to the development of hydrodynamic models. An outline of a possible PTO system is shown in Fig. 5 and shows the possible inclusion of mechanical, hydraulic and electrical components. In many cases, for example for the SeaBased device (Trapanese, 2008), the WEC is directly coupled to a linear generator, eliminating the hydraulic components. Given the many potential changes of energy form evident from Fig. 5, bond graphs have been shown to be a powerful tool in providing a systematic graphical procedure to determine mathematical models for wave energy PTO systems (Bacelli et al., 2008), or complete wave energy systems (Hals, 2010).

3.1 Linear models and Cummins’ equation

Consider a single-body floating system oscillating in heave, as shown in Fig. 6. Energy is extracted from the relative motion with the sea bottom, through a generic PTO mechanism. The external forces acting on the WEC are the excitation from the waves and the control force produced by the PTO, namely $f_{ex}(t)$ and $f_{u}(t)$. Additional hydrodynamic and hydrostatic forces arising due to the motion of the body in the water, are the radiation force, $f_{r}(t)$, the diffraction force, $f_{d}(t)$, the viscous force, $f_{v}(t)$, the mooring force, $f_{m}(t)$, and the buoyancy, $f_{b}(t)$ (Falnes, 2002). The equation of motion, following Newton’s second law and where a superposition of forces is assumed, in one degree of freedom, is specified as:

$$M\ddot{v}(t) = f_{m}(t) + f_{r}(t) + f_{d}(t) + f_{v}(t) + f_{b}(t) + f_{ex}(t) + f_{u}(t),$$  
(6)

where $v(t)$ is the heaving velocity and $M$ is the WEC mass.

With the assumptions of linear potential theory (Falnes, 2002), namely:

1. irrotational, incompressible and inviscid fluid,
2. small-body approximation (wave elevation constant across the whole body),
3. small oscillations (constant wetted surface),

the following simplifying equations apply:

$$f_{ex} + f_{d}(t) = \int_{-\infty}^{+\infty} h_{ex}(\tau)v(t - \tau)d\tau$$  
(7)

$$f_{r}(t) = -\int_{0}^{t} h_{r}(\tau)v(t - \tau)d\tau - m_{\infty}\ddot{v}(t)$$  
(8)

$$f_{b}(t) = -\rho g S_{w}\int_{0}^{t} v(\tau)d\tau = -K_{b}x(t)$$  
(9)

$$f_{v}(t) = 0.$$  
(10)

In (7), the excitation (and diffraction) force is related to the incident wave, $\eta(t)$, through the excitation kernel function $h_{ex}(t)$. Eq. (8) expresses the radiation force as a linear convolution of the radiation kernel, $h_{r}(t)$, with the oscillation velocity $v(t)$, while $m_{\infty}$ is the added mass of infinite frequency asymptote. The buoyancy force, $f_{b}(t)$, models the hydrostatic equilibrium, related to the heaving position through a linear coefficient that depends on the gravity acceleration, $g$, the water density, $\rho$ and the surface area of the body cut by the mean water level, $S_{w}$. Note the non-causality of the expression for the excitation force, where $h_{ex}(t) \neq 0$ for $t \leq 0$ (Falnes, 2002). Eq. (6), excluding the mooring force $f_{m}(t)$ and the viscous damping force $f_{v}(t)$ results in the popular Cummins’ equation (Cummins, 1962):

$$(M + m_{\infty})\ddot{v}(t) + \int_{0}^{t+\infty} h_{r}(\tau)v(t - \tau)d\tau + K_{b}x(t) = \int_{-\infty}^{t} h_{ex}(\tau)\eta(t - \tau)d\tau$$  
(11)

Typically, $h_{ex}(t)$ and $h_{r}(t)$ are calculated numerically using boundary-element potential methods such as WAMIT.
(WAMIT, 2002), which performs the calculations in the frequency domain, or ACHIL3D (Clement, 2009), where time domain calculations are used. Eq. (11) can also be used to model multi-body systems (Bacelli and Ringwood, 2013b) or arrays of devices (Bacelli and Ringwood, 2013a), with the modification that the dimensions of $M$, $m_{\infty}$, $K$ and the hydrodynamic parameters represented by $h_{ex}(t)$ and $h_r(t)$ all increase in dimension accordingly.

3.2 Modelling higher-order hydrodynamic effects

The linear model shown in (11) assumes:

- Sinusoidal waves (or a summation of),
- No viscosity effects, and
- No vortex shedding.

In addition, the boundary element methods used to compute $h_{ex}(t)$ and $h_r(t)$ assume:

- Small waves,
- Small device motion (displacement and velocity), and
- Infinite device height.

In particular, while the assumption of small device motion is usually a reasonable one for systems contained within a regulatory loop (which tries to maintain the system output at a reference point), this assumption is not one which is well satisfied in the case of WECs, since it is normally the objective to exaggerate the motion (e.g. through resonance) in order to maximise power capture. Finally, current boundary element solvers typically used a fixed mesh, though some new approaches are now appearing which propose the use of adaptive meshes (Lee, 2012). However, the computational effort increases considerably with adaptive meshing.

Ideally, we should take into account nonlinear device motion and therefore interactions between the:

- Incident wave field,
- Diffraction potential, and
- Radiation potential

potentially resulting in coupling between different motions, which can demonstrate parametric resonance effects (Villegas and van der Schaaf, 2011). In addition, account can be taken of possible device submergence using potential methods, but not wave breaking effects, since effects are calculated only from a ‘potential’ point of view.

Numerical methods for partial or fully nonlinear hydrodynamic modelling have been developed (Beck and Reed, 2001) and several commercial software packages are already on the market such as FREEDYN (De Kat and Pauling, 1989) and LAMP (Lin and Kuang, 2011). Among these latter methods, one possible extension of the linear-time domain model is to compute the nonlinear Froude-Krylov forces on the undisturbed wetted surface while diffraction-radiation forces remain linear or are expanded up to the second-order (Gilloteaux, 2007; Gilloteaux et al., 2008). Hence, the hydrodynamic force $\tau_H$ may be decomposed into six terms:

$$\tau_H = \tau_B + \tau_{FK} + \tau_{Rad}^{(1)} + \tau_{Diff}^{(1)} + \tau_{Rad}^{(2)} + \tau_{Diff}^{(2)}$$  (12)

3.3 Radiation damping approximations

Typically, for both simulation and control applications, the radiation damping convolution term in (8) is replaced by a closed form (finite order) equivalent. This has the following advantages:

![Fig. 7. WEC operational modes and nonlinear behaviour](image-url)
The integro-differential equation in (11) is replaced by a higher-order differential equation, making analysis more straightforward,

- The resulting finite-order dynamical system is faster to simulate, and
- The closed-form dynamical equation can be used as a basis for model-based control design.

In general, $h_r(t)$ (and its Fourier transform, $H_r(\omega)$) are nonparametric in form, being the result of a numerical calculation on a distributed system. Approximations can be determined in either the time- or frequency-domain, depending on the manner in which $h_r(t) \leftrightarrow H_r(\omega)$ was determined, and the intended (time/frequency domain) use of the finite-order approximation. For example, WAMIT (WAMIT, 2002) uses a frequency-domain analysis to determine $H_r(\omega)$ directly and approximations based on WAMIT data are usually based on frequency-domain error criteria. In such a case, state-space forms (Perez and Fossen, 2007) or transfer function forms (McCabe et al., 2005) may be determined using frequency-domain identification (Levy, 1959).

Alternatively, if $h_r(t)$ is directly produced, for example from the time domain code ACHIL3D (Clement, 2009), time-domain impulse-response fitting can be employed, typically using Prony’s method (Prony, 1795). In general, an order 4-10 linear approximation to $h_r(t)$ is used, for both time- and frequency-domain approaches. Taghipour et al. (2008) provides an overview of, and background to, the calculations of finite order approximations to $h_r(t) \leftrightarrow H_r(\omega)$. These authors also consider finite-order approximation to the excitation force kernel, $h_{ex}(t)$ (with Fourier transform $F_{ex}(\omega)$), as does McCabe et al. (2005).

4. WAVE ENERGY CONTROL FUNDAMENTALS

In order to consider the control problem for wave energy devices, it is pertinent to attempt a definition of the control objective:

Maximise \textbf{Performance objective (max. energy)}

subject to: Constraints (amplitudes, forces, etc)

Ignoring system constraints for the moment, we can make a start on the energy maximisation problem by considering the force-to-velocity model of a WEC, which is obtained from (11) in the frequency domain Falnes (2002):

$$V(\omega) = \frac{1}{Z_i(\omega)} \left( F_{ex}(\omega) + F_u(\omega) \right),$$

where $Z_i(\omega)$ is the intrinsic impedance of the system. In (14), $V(\omega)$, $F_{ex}(\omega)$ and $F_u(\omega)$ represent the Fourier transform of the velocity, $v(t)$, excitation force, $f_{ex}(t)$ and control force $f_{PTO}(t)$, respectively. Note that, in the following, unless stated otherwise, the Fourier transform of time-domain signals or functions will be denoted by the corresponding capital letter, namely $X(\omega) \triangleq \mathcal{F}\{x(t)\}$.

The intrinsic impedance, $Z_i(\omega)$, of the model in (14) is specified as (refer to Falnes (2002) for the full derivation):

$$Z_i(\omega) = B_r(\omega) + j\omega \left[ M + M_0(\omega) \right] - \frac{K_b}{\omega^2},$$

where $B_r(\omega)$ is the radiation resistance (real and even) and $m_\infty$ is the added mass.

Alternatively, if $h_r(t)$ is directly produced, for example from the time domain code ACHIL3D (Clement, 2009), time-domain impulse-response fitting can be employed, typically using Prony’s method (Prony, 1795). In general, an order 4-10 linear approximation to $h_r(t)$ is used, for both time- and frequency-domain approaches. Taghipour et al. (2008) provides an overview of, and background to, the calculations of finite order approximations to $h_r(t) \leftrightarrow H_r(\omega)$. These authors also consider finite-order approximation to the excitation force kernel, $h_{ex}(t)$ (with Fourier transform $F_{ex}(\omega)$), as does McCabe et al. (2005).

The model in (14) allows the derivation of conditions for optimal energy absorption and the intuitive design of the energy maximising controller in the frequency domain Falnes (2002) as:

$$Z_{PTO}(\omega) = Z_i^*(\omega)$$

where $(\ )^*$ denotes the complex conjugate. The choice of $Z_{PTO}$ as in (16) is referred to as complex conjugate control, but many (especially electrical) engineers will recognise this choice of $Z_{PTO}$ as the solution to the impedance matching problem represented by Fig.8. The result in (16) has a number of important implications:

- It is frequency dependent, implying that there is a different optimal impedance for each frequency - how to specify for irregular seas containing a mixture of frequencies?
- Since $h_r(t)$ is causal, $h_c(t) = \mathcal{F}^{-1}(Z_{PTO}(\omega))$ is anti-causal, requiring future knowledge of the excitation force. While this is straightforward for the monochromatic case (single sinusoid), it is more problematic for irregular seas. The issue of forecasting random seas is dealt with in Section 6.
- Since force and velocity can have opposite signs in Fig.8, the PTO may supply power for some parts of the sinusoidal cycle. This is akin to reactive power in power systems. Such a phenomenon places particular demands on PTO systems, not only in terms of the need to facilitate bi-directional power flow, but also that the peak reactive power can be significantly greater than active power (Shek et al., 2008; Zurkinden et al., 2013). The optimal passive PTO is provided by $R_{PTO} = |Z_i(\omega)|$, which avoids the need for the PTO to supply power, but results in a suboptimal control.

The optimal control in (16) takes no account of physical constraints in the WEC/PTO, where there are likely to be limitations on displacement or relative displacement, PTO force and there may be external constraints imposed by electrical grid regulations.

The condition in (16) can alternatively be expressed in terms of an optimal velocity profile as:

$$V_{opt}(\omega) = \frac{F_{ex}(\omega)}{2R_i(\omega)}$$

where $B_r(\omega)$ is the radiation resistance (real and even) and $m_\infty$ is the added mass.

The condition in (16) has a number of important implications:

- It is frequency dependent, implying that there is a different optimal impedance for each frequency - how to specify for irregular seas containing a mixture of frequencies?
- Since $h_r(t)$ is causal, $h_c(t) = \mathcal{F}^{-1}(Z_{PTO}(\omega))$ is anti-causal, requiring future knowledge of the excitation force. While this is straightforward for the monochromatic case (single sinusoid), it is more problematic for irregular seas. The issue of forecasting random seas is dealt with in Section 6.
- Since force and velocity can have opposite signs in Fig.8, the PTO may supply power for some parts of the sinusoidal cycle. This is akin to reactive power in power systems. Such a phenomenon places particular demands on PTO systems, not only in terms of the need to facilitate bi-directional power flow, but also that the peak reactive power can be significantly greater than active power (Shek et al., 2008; Zurkinden et al., 2013). The optimal passive PTO is provided by $R_{PTO} = |Z_i(\omega)|$, which avoids the need for the PTO to supply power, but results in a suboptimal control.

The optimal control in (16) takes no account of physical constraints in the WEC/PTO, where there are likely to be limitations on displacement or relative displacement, PTO force and there may be external constraints imposed by electrical grid regulations.

The condition in (16) can alternatively be expressed in terms of an optimal velocity profile as:

$$V_{opt}(\omega) = \frac{F_{ex}(\omega)}{2R_i(\omega)}$$
5. REAL-TIME CONTROL OF WAVE ENERGY CONVERTERS

This section shows two possibilities for real-time control of WECs, both of which handle system constraints. They are at opposite ends of the complexity/performance spectrum, so provide a reasonable indicator of the range of WEC control algorithms available.

5.1 Simple (but effective) control

Consider (17), which calculates the optimal velocity profile as a (frequency dependent) function of the excitation force for the system as shown in Fig.6. In the following, a non-optimal approximation of reactive control is proposed, where the non-causality and constraints are handled in a simple, but effective, way. The essence of this algorithm is the assumption that $f_{ex}(t)$ is a narrow-banded harmonic process, defined by time-varying amplitude, $A(t)$, frequency, $\omega(t)$, and phase $\varphi(t)$:

$$f_{ex}(t) = A(t) \cos(\omega(t)t + \varphi(t)). \quad (18)$$

The optimal reference velocity can then be generated from the following adaptive law:

$$v_{ref}(t) = \frac{1}{H(t)} f_{ex}(t), \quad \frac{1}{H(t)} = \frac{1}{2R_i(\omega)} \quad (19)$$

where the value of the constant $H(t)$ is calculated from the curve $1/2B(\omega)$, based on a real-time estimate of the peak frequency of the wave excitation force. An on-line estimate of the frequency, $\hat{\omega}$, and amplitude, $\hat{A}$, is obtained with the extended Kalman filter (EKF) (Quine et al., 1995). Based on the narrow-banded assumption of (18), the excitation force can be expressed in complex notation as:

$$f_{ex}(t) = R \{ Ae^{j\phi} e^{j\omega t} \}, \quad \hat{F}_{ex} = \hat{A} e^{j\hat{\phi}}, \quad (20)$$

As a consequence of the proportional reference-generation law in (19), the complex amplitude of the velocity, $\hat{V}$, and position, $\hat{U}$, can be expressed as:

$$\hat{V} = \frac{A}{H} e^{j\hat{\phi}} \quad (21)$$

$$\hat{U} = \frac{\hat{V}}{j\omega} = \frac{A}{j\omega H} e^{j\hat{\phi}}. \quad (22)$$

Suppose that the vertical excursion of the WEC is limited to $\pm U_{lim}$ m from equilibrium. From (22), the position constraint can be written as an equivalent velocity constraint:

$$\hat{U} = \frac{\hat{V}}{j\omega} \leq U_{lim} \quad \Leftrightarrow \quad |\hat{V}| \leq \omega U_{lim}, \quad (23)$$

and the following upper bound for the variable gain, $1/H$, involving the amplitude and frequency of the excitation, can be derived from (21) as:

$$\frac{1}{H} \leq \frac{\omega U_{lim}}{A}. \quad (24)$$
where the vertical velocities of body A and body B are denoted \( v^A(t) \) and \( v^B(t) \), respectively. The system model, which includes interactions between the two bodies is:

\[
\begin{align*}
L^A(t) &= m^A \dot{v}^A(t) + B^A v^A(t) + S^A u^A(t) \\
L^B(t) &= m^B \dot{v}^B(t) + B^B v^B(t) + S^B u^B(t) \\
\hat{f}_e^A(t) - f_\text{pto}^A(t) &= 0 \\
\hat{f}_e^B(t) - f_\text{pto}^B(t) &= 0
\end{align*}
\]  

(27)

where the hydrostatic buoyancy is described by \( S^A \) and \( S^B \) while \( B^A \) and \( B^B \) are terms describing the linear viscous loss. The excitation forces on body A and body B are denoted by \( f_{e}^A \) and \( f_{e}^B \), respectively. We wish to find the optimal profile of the PTO force \( f_\text{pto} \) in a given time interval of length \( T \) that maximizes the absorbed energy \( J(T) \) as defined in (26), subject to:

\[
\|u^A(t) - u^B(t)\| \leq \Delta U_{\text{max}},
\]  

(28)

The PTO force is assumed to be such that \( f_\text{pto}(t) \in L^2([0,T]) \), where \( L^2([0,T]) \) is the Hilbert space of square integrable functions in the interval \([0,T] \); also \( v^A(t), v^B(t) \in L^2([0,T]) \) because they are velocities of physical bodies. The PTO force and the velocities are then approximated as a linear combination of basis functions in a finite dimensional subspace of the space \( L^2([0,T]) \):

\[
\begin{align*}
v^A(t) &\approx \hat{v}^A(t) = \sum_{j=1}^{N} x_j^A \phi_j(t) \\
v^B(t) &\approx \hat{v}^B(t) = \sum_{j=1}^{N} x_j^B \phi_j(t) \\
f_\text{pto}(t) &\approx \hat{f}_\text{pto}(t) = \sum_{j=1}^{N^P} p_j \phi_j^f(t)
\end{align*}
\]  

(29)\n(30)\n(31)

For any given set of coefficients describing the PTO force \( \{p_1, \ldots, p_{N^P}\} \), the components of the velocities are calculated by solving the system:

\[
\begin{align*}
\langle L^A(t), \phi_j \rangle &= 0 \\
\langle L^B(t), \phi_j \rangle &= 0 \\
\forall j &= 1, \ldots N
\end{align*}
\]  

(32)

where \( \langle \cdot, \cdot \rangle \) denotes the inner product. Using the approximations in (29) to (31) and choosing Fourier series for the basis, (27) can be written (Bacelli et al., 2011) as:

\[
\begin{bmatrix} G^{AA} & G^{AB} \\ G^{BA} & G^{BB} \end{bmatrix} \begin{bmatrix} X^A \\ X^B \end{bmatrix} = \begin{bmatrix} E^A \\ E^B \end{bmatrix} + \begin{bmatrix} -I_{2N} \\ I_{2N} \end{bmatrix} P
\]  

(33)

where \( I_{2N} \) is the identity matrix of size \( 2N \), and
\[ X^A = [a^A_1, b^A_1, a^A_2, b^A_2, \ldots, a^A_N, b^A_N]^T, \]
\[ X^B = [a^B_1, b^B_1, a^B_2, b^B_2, \ldots, a^B_N, b^B_N]^T, \]
\[ E^A = [e^A_1, e^A_1', e^A_2, e^A_2', \ldots, e^A_N, e^A_N'], \]
\[ E^B = [e^B_1, e^B_1', e^B_2, e^B_2', \ldots, e^B_N, e^B_N'], \]
\[ P = [a_1', b_1', a_2', b_2', \ldots, a_N', b_N']^T, \]
with \( E^{A,B} \) are the set of excitation force coefficients. Note that \( G = [G^{AA} G^{AB} G^{BA} G^{BB}] \) contains hydrodynamic coefficients corresponding to the terms in (27). The performance function in (26) can now be rewritten as:
\[ J(P) = -P^THP + PT^T(Q^A E^A - Q^B E^B) \]
where \( H \) and \( Q^{A,B} \) are functions of the elements of \( G \).

It can be shown that \( H \) is positive definite; therefore, the quadratic cost function (34) is concave and the global maximum of the unstrained problem is obtained for:
\[ P = (H + T^T)^{-1}(Q^A E^A - Q^B E^B). \]

We solve the constrained optimization problem:
\[ \max_P J(P) \text{ subject to } \|\Delta u\|_\infty \leq U_{\text{max}} \]
using the penalty method (Nocedal and Wright, 2006); the constrained maximization problem (36) is therefore reformulated as the unstrained minimization problem
\[ \min_P -J(P) + \mu \max_0\{0, \|\Delta u\|_\infty - U_{\text{max}}\}, \]
where \( \mu > 0 \) is the penalty parameter. The optimization problem is solved by starting with \( \mu_1 \ll 1 \), which corresponds to the unconstrained problem; if the solution violates the constraint then \( \mu_1 \) is updated as \( \mu_{k+1} = \alpha \mu_k \) with \( \alpha > 1 \), and the new solution \( P_{k+1} \) is calculated. If the constraint is satisfied, the algorithm stops, otherwise the process is repeated until the solution is found.

For this control study, the feedback controller (as shown in Fig.9) was obtained by solving a continuous time LQ tracking problem.

Other MPC-like WEC control algorithms have been presented by Hals et al. (2010); Cretel et al. (2010); Li and Belmont (2013). One of the chief difficulties in applying MPC to a performance function of the form of (26) is that the performance function is, in general, non-convex. The closely related optimal LQG problem for wave energy devices has been studied by Scruggs et al. (2013).

6. WAVE FORECASTING

While some WEC control algorithms circumvent the need to predict future variations in free surface elevation or excitation force (Fusco and Ringwood, 2013; Scruggs et al., 2013), in general there is a need to provide forecast values of free surface elevation or excitation force due to the non-causality of the optimal PTO force, as articulated in Section 4. Fortunately, there is a strong positive connection between the wave forecasting requirements of energy maximising control (Fusco and Ringwood, 2012) and the forecastability of random seas (Fusco and Ringwood, 2010), due to the close relationship between the radiation damping dynamics and the design sea state (i.e. predominant period).

Wave forecasting can be performed using up-wave measurement (Monk et al., 2013) or time series modelling at the device location (Fusco and Ringwood, 2010), as shown in Fig.12. While many time series techniques may be employed, including harmonic, neural network and models based on the extended Kalman filter, a simple linear autoregressive (AR) forecasting model, viz:
\[ \hat{\eta}(k + l|k) = \sum_{i=1}^{n} \hat{a}_i(k)\hat{\eta}(k + l - i|k), \]
performs well and has a nice frequency domain interpretation. For example, Fig.13 shows \( \hat{\eta}(k + l|k) \), for \( l = 1 \) to \( l = 50 \), at a specific time instant \( k \), calculated with an AR model of order \( n = 24 \) on the data set \( P_2 \); filtered with cut-off frequency \( \omega_c = 0.7 \text{ rad/s} \) for wave data at Pico island in the Azores. Fig.14 shows how the AR model poles pick out the characteristic spectral peaks in the sea spectrum.
Researchers from a variety of disciplines have addressed the wave energy control problem since the 1970’s. However, much work remains in order to develop control strategies which perform well over the complete WEC operational space, are robust to modelling errors and disturbances and have some fault-tolerant capability, since WECs are normally located in remote areas, with limited access. It is also estimated that, for wave farms, maintenance costs are likely to be the same order of magnitude as capital costs.

There are many new promising areas where control can make further contributions in wave energy applications, including cooperative control of arrays of wave energy devices (Bacelli et al., 2013; Bacelli and Ringwood, 2013a; Li and Belmont, 2013). For example, for the sample array layouts of Fig.15, Fig.16 shows the ratio $(E_i/E_g)$ of energy captured by an array of heaving cylinders (radius=4m, draught=10m and resonance period=7.1s) with independent device control $(E_i)$ and global coordinated control $(E_g)$ in a sea with peak period $T_p = 12s$ $(\lambda = 225m)$. The optimal control laws (roughly based on the algorithm in Section 5.2) for each WEC, in the case of independent control (IC), are obtained by iteration, during which time the estimator and predictor on each WEC builds up a reliable forecast of the incoming waves (reaching quasi steady state). This asymptotic condition is denoted by the lines marked with *. Though not feasible in practice, it provides an upper performance bound for the IC case. More realistically, the comparison between the global control (GC) and IC is also evaluated considering only the first iteration of the IC (marked with ◦). The GC is also based on the algorithm in Section 5.2; however, the control model in this case accounts for all hydrodynamic interaction between the devices in the array, resulting in up to 20% better energy capture than IC.

One important issue, highlighted by Gilloteaux and Ringwood (2010), is the strong interaction between the ideal WEC geometric shape and the WEC control strategy employed. This has lead to the consideration of total wave energy system optimisation, or techno-economic optimisation (Costello et al., 2012), illustrated in Fig.17, with the realisation that, while energy or efficiency maximisation is an interesting academic and engineering problem, the most important metric for a wave energy system is the total economic benefit. However, articulation of detailed capital and operations costs for wave energy systems is non-trivial (Teillant et al., 2012). To date, the wave energy control problem has not received the full attention of the wider control systems community. There are a broad range of control technologies and algorithms which can have strong potential in the wave energy control application area and there are a number of application areas which are relatively mature from a control perspective and which bear a strong resemblance to the wave energy control problem. For example, the connection with wind turbine control was articulated in Section 4. The control of wave energy devices is a fertile control systems playground!

7. CONCLUSIONS AND PERSPECTIVES

There are many new promising areas where control can make further contributions in wave energy applications, including cooperative control of arrays of wave energy devices (Bacelli et al., 2013; Bacelli and Ringwood, 2013a; Li and Belmont, 2013). For example, for the sample array layouts of Fig.15, Fig.16 shows the ratio $(E_i/E_g)$ of energy captured by an array of heaving cylinders (radius=4m, draught=10m and resonance period=7.1s) with independent device control $(E_i)$ and global coordinated control $(E_g)$ in a sea with peak period $T_p = 12s$ $(\lambda = 225m)$. The optimal control laws (roughly based on the algorithm in Section 5.2) for each WEC, in the case of independent control (IC), are obtained by iteration, during which time the estimator and predictor on each WEC builds up a reliable forecast of the incoming waves (reaching quasi steady state). This asymptotic condition is denoted by the lines marked with *. Though not feasible in practice, it provides an upper performance bound for the IC case. More realistically, the comparison between the global control (GC) and IC is also evaluated considering only the first iteration of the IC (marked with ◦). The GC is also based on the algorithm in Section 5.2; however, the control model in this case accounts for all hydrodynamic interaction between the devices in the array, resulting in up to 20% better energy capture than IC.

One important issue, highlighted by Gilloteaux and Ringwood (2010), is the strong interaction between the ideal WEC geometric shape and the WEC control strategy employed. This has lead to the consideration of total wave energy system optimisation, or techno-economic optimisation (Costello et al., 2012), illustrated in Fig.17, with the realisation that, while energy or efficiency maximisation is an interesting academic and engineering problem, the most important metric for a wave energy system is the total economic benefit. However, articulation of detailed capital and operations costs for wave energy systems is non-trivial (Teillant et al., 2012). To date, the wave energy control problem has not received the full attention of the wider control systems community. There are a broad range of control technologies and algorithms which can have strong potential in the wave energy control application area and there are a number of application areas which are relatively mature from a control perspective and which bear a strong resemblance to the wave energy control problem. For example, the connection with wind turbine control was articulated in Section 4. The control of wave energy devices is a fertile control systems playground!
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