ABSTRACT

In this paper we compare the optimal configurations for an array of WECs given two control schemes, a real-time global control and a passive sea-state based tuning scheme. In a particular wave climate and array orientation with its axis normal to the prevailing wave direction, closely-spaced symmetrical arrays of 2, 3, 4, 5, and 6 cylinders of different radiative properties are simulated for varying inter-device separation distances. For each device and control type, we focus on the factors that influence the optimal layout, including number of devices, separating distance and angular spreading. The average annual power output is calculated for each optimal configuration.

Nomenclature

- $\beta$ incoming wave heading in WAMIT (°)
- $\delta$ linearized viscous damping coefficient stopping criteria
- $\dot{z}$ heave velocity
- $K(t)$ matrix of radiation impulse responses
- $M$ generalized mass matrix
- $m_\infty$ value of added mass at infinite frequency
- $\sigma_p$ angular spreading at peak period (°)
- $\theta_p$ wave direction at peak period (°)
- $\theta_{av}$ mean wave direction °
- $A$ the area of the body projected onto the plane orthogonal to the velocity ($m^2$)
- $B_v$ linearized viscous damping coefficient (kg/s)
- $B_{pto}$ passive tuning PTO damping coefficient (kg/s)
- $C_d$ drag coefficient
- $d$ inter-device separation distance (m)
- $D(f, \theta)$ directional spreading function
- $GC$ global control
- $k$ index of devices in the WEC array
- $N$ number of frequency components in control simulation
- $P$ power per wave crest length (kW/m)
- $PT$ passive tuning to a single frequency
- $r$ device radius (m)
- $s$ non-dimensional directional spreading parameter
- $S(f)$ non-directional wave power spectrum ($m^2/Hz$)
- PTO Power Take-Off
- WEC Wave Energy Converter

1 INTRODUCTION

In order for wave energy to compete with other renewables at the utility scale, wave energy converters (WECs) will have to be deployed in arrays, as scaling up individual WECs to the several megawatts is economically impractical. Unlike offshore wind turbines, where the array layout is designed to minimize destructive wake effects, a WEC array offers the possibility to offset the destructive effects of shadowing through positive hydrodynamic interactions. Furthermore, unlike wind, which, although directional in nature, is similar in characteristics throughout the world, waves are shaped by physical processes that are
site specific, for example the proximity to shore or the size of the generating basin. Therefore waves in different regions are dissimilar enough that each WEC array layout will have to be designed for a specific site.

Because of the cost of eventual wave farm infrastructure such as electrical cables and moorings, as well concerns for navigation and conflicts with other ocean users, wave energy farms will likely be designed to minimize inter-device spacing. Since interaction between devices is greatest at short separation distances, this presents an opportunity to utilize constructive interference to increase the power yield of an array. For many types of WECs radiated waves generated by their motion are significant enough to modify the power uptake of surrounding devices. An active control scheme can strategically modify the wave field to increase the power uptake of the whole array. However, because the phase condition that facilitates constructive interference between WECs is dependent upon the frequency and directional characteristics of the prevailing wave climate, the array layout needs to be designed based on both the wave climate and control scheme. The pioneering studies in control of arrays such as [1,2] were performed for regular waves only and in the frequency domain. Likewise, to date, the majority of the investigations into array layout, such as [3,6], considered only regular waves. More recently, a number of papers were published [4,12] that modelled the layout of arrays of WECs in more realistic conditions, with spectral seas and directional influences considered. However, these studies have not looked at optimal control, instead parametrizing the power take-off (PTO) as a linear damper. Following a slightly different approach, [13] investigated optimal control for an array in irregular seas by taking the maximum interaction factors for each wave component and averaging them. The first paper investigating various array layouts and separation distances for controlled devices was by the authors in [14], however, as is stated therein, the aim of that study was to compare control strategies for arrays rather than look at array layouts. Using wave data from the AMETS test site in Ireland, this article compares the optimal WEC array layouts created by implementing global array control (GC) [14] and sea-state based Passive Tuning (PT) [15] for 3 different heaving cylinders. PT was previously applied in array layout studies for regular waves in [4,6,13,16,17], where significant constructive interference was observed. We focus on short separation distances (d ≤ 40r) and circular arrays for several reasons. Firstly, both beneficial and negative interaction decreases with increasing separation distance [14]. Secondly, given the possibility of sharing moorings and electrical infrastructure [12,18], closely-spaced configurations might offer an economic advantage regardless of hydrodynamics. Additionally, because they are less sensitive to changes in wave direction and frequency as well as device positioning, [18], circular arrays can offer a more predictable power output for a variable wave climate. We formulate the control problem in the time domain, which is then discretized and solved as a nonlinear program. While this is not necessary for the fundamental unconstrained case considered in this paper it provides the possibility to extend the comparison to the constrained case, considered in [19].

2 WAVE CLIMATE AND SEA STATE MODELLING

2.1 Study area

![The Atlantic Marine Energy Test Site (AMETS) and Ireland's Wave Energy Testing Facilities](image)

FIGURE 1. THE ATLANTIC MARINE ENERGY TEST SITE (AMETS) AND IRELAND’S WAVE ENERGY TESTING FACILITIES (Image courtesy of SEAI)

It is generally recognized that arrays of WECs will have to be designed for a specific deployment location [11]. As of 2013 there are no full scale array projects in the sea, nonetheless there are several sites in the planning stages. The Atlantic Marine Energy Test Site (AMETS) located off Annagh Head, west of Belmullet in County Mayo, Ireland, is one such site. Presently, the Westwave array demonstration project is in the planning stages at AMETS.

2.2 Measured wave data

A Datwell Directional Waverider, a spherical, surface-following measurement buoy, has been gathering data at the AMETS location since December 2009. This buoy is located at 54.2310°N, −10.1460°W at the 50 m depth contour, designated as Berth B in Fig. 1. For the purposes of this study, a yearly time series covering the months of October 2010 through September 2011 has been chosen. The data, provided by the Marine Institute of Ireland, consist of a non-directional measured spectrum and summary directional statistics. The frequency range (in rad/s) is from 0.004 to 0.101 in increments of 0.7958, and the data is collected at 3-minute intervals. A bi-variate scatter diagram of significant wave height versus the peak period or energy period is usually used to assess the performance of a wave energy device or array of devices at a specific site [12,20,21]. To create a scatter diagram for the AMETS site, we sort each 3 minute data set:

1 See [www.westwave.ie](http://www.westwave.ie) for current project status.
according to \( H_{m0} \) and \( T_e \). Excluding those sea states for which the probability of occurrence is less than .05% accounts for 95% of the total energy. The resulting matrix is shown in Fig. 2. Since the Datawell buoy provides the zero-crossing period \( T_e \) and not \( T_c \), we have used a multiplying factor of 1.35 to obtain \( T_c \) from \( T_e \), following the procedure in Appendix A of [22]. Given the availability of spectral data for each time step, an average \( S(f) \) was calculated from all the spectra in each scatter diagram bin.

![Percentage Occurrence Matrix at the AMETS Test Site Off Belmullet, Co. Mayo, Ireland](image)

**FIGURE 2.** PERCENTAGE OCCURRENCE MATRIX AT THE AMETS TEST SITE OFF BELMULLET, CO. MAYO, IRELAND

### 2.3 Summary statistics

Relevant wave statistics for the AMETS site are shown in Tab. 1. From the statistic we can infer that the AMETS site is very energetic, due to its exposure to the most powerful North Atlantic swells. This leads to a significant variability in the power available, indicating a probably need control the device motions. Indeed if we estimate the power per wave crest length for the study period, given by \( P = 0.49 H_{m0}^2 T_e \), which assumes deep water, \( \rho = 1025 \text{kg/m}^3 \) and \( g = 9.81 \text{m/s}^2 \), we obtain a maximum of \( P=1459 \text{ kw/m} \), which is two orders of magnitude higher than the mean value of 28.5 kw/m, using \( \rho = 1025 \text{kg/m}^3 \) and assuming deep water. Given such high values of energy, it is recognized that a survival strategy will have to be utilized by the WECs, a factor that will be taken into consideration in setting the limits for the operational sea states in the results in section 5.

### 2.4 Directional parameters

As demonstrated in many studies [3, 5], the power output of an array is sensitive to the direction of the incoming waves. Yet a large majority of current WEC designs and mooring systems do not have the capacity to change orientation to improve performance once the construction phase is over. By arranging the array layout so that an orientation which maximizes the power output follows \( \theta_{av} \), we can aim to capture the most energy possible in a multi-directional wave climate. Furthermore, at any given time a sea state will have angular spread that can be characterized as the standard deviation from the mean direction. The influence of directional spreading on array performance has been examined in a number of recent studies [7, 9], which showed a smoothing effect on array interactions. In this paper we take directional and spreading parameters into consideration by utilizing the well-known \( \cos^2 \) formula, given in Eq. (1):

\[
D(f, \theta) = \frac{2^{s-1} \Gamma^2(s+1)}{\pi} \Gamma(2s+1) \cos^2 \left( \frac{\theta - \theta_{av}}{2} \right)
\]

Here \( \Gamma \) is the Gamma function, \( \theta_{av} \) is the mean direction of the incoming waves, and the spreading parameter \( s \) models the directional width of the spectrum; since our wave data includes the spreading parameter \( \sigma_p \), we can use a relation proposed in [23] that equates the two parameters. The resulting equation for \( s \) is given by

\[
s = \frac{2}{\sigma_p^2} - 1
\]

where \( \sigma_p \) is given in radians. Since in this study we are tuning the devices to match the period of the dominant waves, we take the spread at the peak period, \( \sigma_p \), to derive a value of 6.29 for \( s \), comparable to that cited in [9] and [7]. The mean direction in Eq. (1) is set so that the array axis is oriented to match areas of constructive interference at close separation distances, as detailed in Sec. 5.

### 3 FORMULATION OF HYDRODYNAMIC MODEL

The control systems are implemented on different array layouts and for several geometries of the WECs composing the arrays. The WECs are vertical cylinders of radius \( r \), draft \( h \) and the distance between their vertical axis is denoted with \( d \).

#### 3.1 Equations of Motion

For this work we assume linear wave theory and incompressible irrotational flow. Therefore, the motion of the de-
vice can be described, in the time domain, by Cummin’s equation [24]:

\[
M \ddot{z}(t) + B \dot{z}(t) + \int_0^t K(t - \tau) \dot{z}(\tau) d\tau + S z(t) = f(t) \tag{3}
\]

where \(z(t) \in \mathbb{R}^m\) is the vector of the vertical positions of the WECs, and \(m\) the number of degrees of freedom of the system, which corresponds to the number of WECs composing the array, because the motion of each device is assumed to be restricted to heave only. \(M = M + m_\infty\) where \(M \in \mathbb{R}^{m \times m}\) is the generalised mass matrix and \(m_\infty \in \mathbb{R}^{m \times m}\) is the asymptotic values of the added mass at infinite frequency; \(B \in \mathbb{R}^{m \times m}\) is the viscous damping term; \(S \in \mathbb{R}^{m \times m}\) is the hydrodynamic stiffness and \(K(t) \in \mathbb{R}^{m \times m}\) is the matrix of the radiation impulse responses. The vector of external forces \(f(t) \in \mathbb{R}^m\) is given by \(f(t) = f_v(t) + f_{pto}(t)\) where \(f_v(t)\) is the exciting force and \(f_{pto}(t)\) is the PTO force. The excitation force is calculated as \(f_v(t) = \mathcal{F}^{-1}\{X(\omega) \Phi(\omega)\}\), where \(\Phi(\omega)\) is the Fourier transform of the wave elevation and \(X(\omega)\) is the frequency domain exciting force transfer function.

### 3.2 Numerical modelling

The hydrodynamic coefficients \(m_\infty\) and \(K(t)\) are calculated from the frequency domain radiation impedance matrix \(Z(\omega)\) by applying Ogilvie’s relations [25]. The matrices \(X(\omega), Z(\omega), M\) and \(S\) are then computed in the boundary element solver WAMIT® [26]. This package is widely applied in studies of WEC arrays, as in [11,12]. In WAMIT the high order method is used and computations are performed for 160 frequencies equally spaced at intervals of 0.0151 rad/s. All control simulations are done in MATLAB® and are performed with the same frequency resolution as the WAMIT output. The software simulates the motion of the devices, the PTO forces, the instantaneous converted power and the vertical velocities and displacements of the WECs for a representative surface elevation time-history of a given wave spectrum.

### 3.3 Viscous Damping Approximation

The viscous effect of a fluid on a body is usually described, under certain conditions [27], as a force proportional to the square of the relative velocity between the body and the fluid surrounding the body; that is \(f_v = (1/2) A C_d \rho |\dot{z}|^2\), where \(\rho\) is the fluid density, \(A\) is the area of the body projected onto the plane orthogonal to the velocity \(\dot{z}\), and \(C_d\) is the drag coefficient, which is obtained experimentally (see for example appendix 2 in [27]). Several recent studies have considered the effects of viscosity on WEC motion, such as [20,28,29]. The objective of the approximation is to find a force \(f_v\) which is linearly proportional to the velocity and that dissipates the same amount of energy as the force \(f_v\). This procedure is known as Lorentz linearisation [30], and it has been used in the case of WECs by Folley et al. [31]. The approximation is carried out by equating the work of the nonlinear force \(f_v\) with the work of the linear approximation \(\hat{f}_v = B_v \dot{z}\) which results in \(\int_0^T f_v \dot{z} dt = \int_0^T \hat{f}_v \dot{z} dt\). By means of simple manipulations, the damping coefficient \(B_v\) can be expressed as

\[
B_v = \frac{C_d \rho A \int_0^T \dot{\hat{z}}^2(t) |\dot{z}(t)| dt}{2 \int_0^T \dot{\hat{z}}^2(t) dt} \tag{4}
\]

Knowledge of the velocity in Eq. (4) is required to calculate the coefficient \(B_v\), but the velocity itself depends on \(B_v\), therefore an iterative procedure has been implemented. The method is initiated by setting \(B_v\) to an initial value \(B_v^0\), which is not critical for the convergence because the relation between \(B_v\) and the velocity \(\dot{z}\) is monotonic (\(\dot{z}\) decreases when \(B_v\) increases). The i-th iteration is composed of two steps, which are:

1) Calculate the velocity \(\dot{z}\) using the value of \(B_v^{i-1}\)
2) Calculate \(B_v^i\) using the velocity \(\dot{z}\) and the formula (4)

The procedure is stopped when the difference between two subsequent values of \(B_v\) is smaller than a threshold \(\delta\), that is \(|B_v^i - B_v^{i-1}| \leq \delta\). For any given geometry, controller type and sea state, the coefficient \(B_v\) is calculated by simulating an isolated device.

### 4 ENERGY MAXIMIZING CONTROL AND SEA-STATE BASED TUNING

Two control strategies are considered for the control of WEC arrays, named Global Control (GC) and Passive Tuning (PT). GC is based on a centralised control algorithm which uses the complete model of the array whereas PT is a fixed sea-state based tuning scheme. It is assumed that the total hydrodynamic force on each WEC can be estimated for GC, where the total hydrodynamic force is intended to be the sum of the force exerted by the incoming wave, diffraction and radiation. The control problem is defined as: find the optimal profile for the PTO forces which maximise the total energy absorbed by the array described by the equation of motion (3) over a time interval of length \(T\) and, eventually, satisfying constraints associated with the motion of WECs. The total energy absorbed by the array is considered to be sum of the mechanical work performed by each of the PTO forces, and it is formulated as

\[
E = - \sum_{k=1}^n \int_0^T \dot{z}_k(t) f_{pto}^k(t) dt, \tag{5}
\]
4.1 Discretisation

The control problem is discretised by approximating the velocity and the PTO force with a linear combination of basis functions. In this paper, trigonometric functions are chosen as basis functions, thus the PTO force and the velocity are approximated with the truncated zero-mean Fourier series

\[ z^k(t) \approx \sum_{n=1}^{N/2} x^k_{n,c} \cos(n\omega t) + z^k_{n,s} \sin(n\omega t) \quad (6) \]

\[ f_{pto}^k(t) \approx \sum_{n=1}^{N/2} p^k_{n,c} \cos(n\omega t) + p^k_{n,s} \sin(n\omega t) \quad (7) \]

The best approximation of the solution of the equation of motion 3 is sought by applying the Galerkin method, the details of which are presented in [32], and the result is the linear system

\[ GX = P + E \quad (8) \]

where \( X, P, E \) and \( G \) are defined as

\[ X = \begin{bmatrix} X^1 \\ X^2 \end{bmatrix}, \quad P = \begin{bmatrix} P^1 \\ P^2 \end{bmatrix}, \quad E = \begin{bmatrix} E^1 \\ E^2 \end{bmatrix}, \quad G = \begin{bmatrix} G_{11} & G_{12} \\ G_{21} & G_{22} \end{bmatrix}. \]

The vectors \( X^k \) and \( P^k \), for \( k = 1, 2 \), are the vectors of the Fourier coefficients of the velocity and PTO force of the \( k \)-th device, and are arranged as

\[ X^k = \begin{bmatrix} x^k_{1,c}, x^k_{1,s}, x^k_{2,c}, x^k_{2,s}, \ldots, x^k_{c}, x^k_{s} \end{bmatrix}^T \]

\[ P^k = \begin{bmatrix} p^k_{1,c}, p^k_{1,s}, p^k_{2,c}, p^k_{2,s}, \ldots, p^k_{c}, p^k_{s} \end{bmatrix}^T \quad \text{for } k = 1, 2. \]

The elements of the vectors \( E^k \) are the Fourier coefficients of the excitation force on the \( k \)-th device and are arranged in the same manner as the vectors \( X^k \) and \( P^k \). The matrices \( G_{ij} \in \mathbb{R}^{N \times N} \) composing the matrix \( G \) are block diagonal, where each of the \( N/2 \) blocks is of size two and the \( l \)-th block is defined as

\[ G_{lj} = \begin{bmatrix} D_{lj} & M_{lj} \\ -M_{lj} & D_{lj} \end{bmatrix} \quad \text{for } l = 1, \ldots, N/2 \]

\[ D_{lj} = R_{ij}(l\omega) + B_{ij}, \]

\[ M_{lj} = l\omega(R_{ij}(m_{ij}(l\omega)) - S_{ij}/(l\omega)). \]

\( B_{ij}, M_{ij} \) and \( S_{ij} \) are, respectively, the elements of the matrices \( B, M \) and \( S \), while \( R_{ij}(\omega) \) and \( m_{ij}(\omega) \) are the elements of the radiation impedance matrix \( Z(\omega) \), which is computed by WAMIT and it is defined as \( Z(\omega) = R(\omega) + i\omega m(\omega) \).

4.2 Global Control

The control system of the GC strategy is aware of the whole configuration of the array; the resulting optimisation problem is defined by the cost function \( W = -P^T X \), which is obtained by substituting (6) and (7) into the definition of the total absorbed energy in (5). If \( G \) is non-singular, the cost function can be expressed as a function of \( P \) by solving (8) w.r.t \( X \), and the coefficients \( P^* \) of the optimal PTO forces that maximise the absorbed energy for the array are obtained by solving the optimisation problem

\[ P^* = \arg \max_p -P^T X = -P^T G^{-1} P - P^T G^{-1} E. \quad (10) \]

Equation (10) is an example of a quadratic program. It can be verified that the matrix \( G \) of the quadratic cost function (10) is positive definite. The active set algorithm is used to solve the optimisation problems, which is implemented in Matlab by the function quadprog.

4.3 Passive Tuning

While not an energy-maximizing control scheme per se, PT will serve as a useful benchmark against which we can measure performance of GC presented in [5] in addition enabling us to compare our results to previously published data [12,17]. Following [15] for single devices and [6,17], \( B_{pto} \) is chosen a constant for each device set to maximize the power extracted at a given frequency \( \omega \). In [15] it was shown that for a single sea state, tuning \( B_{pto} \) to the peak frequency \( \omega_p \) gives better results than tuning to the energy frequency \( \omega_e \). However, this does not necessarily have to be the case in a mixed sea state where we tune to the average of many sea states and not a specific one. In light of the fact that \( T_e \) is lower than \( T_p \) and is closer to the resonance period of the modelled devices, and that the mode of \( T_p \) is lower peak period than \( T_{pav} \), we have chosen to tune the devices to \( T_{pav} \). For each modelled geometrical, \( T_{pav} \) excludes those sea states that exceed the exclusion threshold as defined in Sec. 5.2.

We recognize that the difference in tuning is likely to be small compared to the difference between the performance of GC and PT.

For each device in the array \( B_{pto} \) is given by the following equation [8,17,33]:

\[ B_{pto} = \sqrt{\left[ B(\omega_e) \right]^2 + \omega_e^2 \left[ M + m(\omega_e) - \frac{S}{\omega_e^2} \right]^2} \quad (11) \]

Here \( M \) is the generalized mass matrix, \( S \) is the hydrodynamic stiffness, \( B(\omega_e) \) and \( m(\omega_e) \) are the values of the radiation damping and added mass at the tuning frequency \( \omega_e \). All matrices are
\[ \mathbf{P} = -\mathbf{B}\mathbf{X} \]  

(12)

is a matrix of the PTO forces. \( \mathbf{B} \) is the identity matrix \( \mathbf{I} \in \mathbb{R}^{m\times m} \) multiplied by \( B_{\text{pto}} \) for each device. Rearranging Eq. (8) gives the frequency domain representation as detailed in [2].

\[
\mathbf{X} = \frac{\mathbf{E}}{\mathbf{G} + \mathbf{B}}
\]  

(13)

The total energy absorbed by the array, given in (5), can then be written as

\[ E = \mathbf{B}\mathbf{X}^T\mathbf{X} \]  

(14)

where \( ^T \) indicates vector transpose. This is equivalent to the frequency domain representation as detailed in [2].

### 5 Results

#### 5.1 Modeled array layouts

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Radius [m]</th>
<th>Draught [m]</th>
<th>Resonance Period ( T_0 ) [s]</th>
<th>Resonance Period ( T_{av} ) [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>3.5</td>
<td>13</td>
<td>7.38</td>
<td>1.28</td>
</tr>
<tr>
<td>II</td>
<td>5</td>
<td>6</td>
<td>5.92</td>
<td>1.57</td>
</tr>
<tr>
<td>III</td>
<td>7.25</td>
<td>3</td>
<td>5.08</td>
<td>1.71</td>
</tr>
</tbody>
</table>

Using the wave data presented in Sec. 2 and the two control schemes detailed in Sec. 4, we run a set of simulations for cylinders of three different shapes described for separation distances logarithmically spaced from 2.2\( r \) to 40\( r \). The three devices have approximately the same volume \( \lesssim 16\pi m^3 \) but different resonance periods and radiation properties: with cylinder geometry I (henceforth referred to as Geometry I) being the least radiative and Geometry III the most. Table 2 lists the radii \( r \), drafts \( h \), resonant periods \( T_0 \), and the ratio of the \( T_{av} \) used in PT to \( T_0 \) for each device. The parameters \( \omega_0 \) and \( N \) for the discretisation of the control problem are \( N = 160 \) and \( \omega_0 = 2\pi/180 \) rad/s respectively, while the threshold for the adaptive approximation of the viscous damping \( \delta \) is \( \delta = 1 \). As was discussed in Chapter 6 of [33], regular polygon array configurations each have areas of constructive and destructive interference that occur at specific incident wave angle which are due to the interplay between the shadowing and radiation effects. For example, as was shown in Fig. 6.12 in [33], for a three body arrangement of a GC-controlled cylinder of Geometry III, there are broad areas of constructive interference when the array when the incident wave is coming at 30° to the triangular array principle axis. Accordingly, we arrange the arrays as shown in Fig. 3 so that a wave coming from the bottom creates areas of maximum constructive interferences at close distances \( d \lesssim 20r \). At our study site, we assume this direction is aligned with the mean direction of the incoming waves, \( \theta_{av} = 281.7° \). We then model the angular spread around \( \theta_{av} \) by using Eq. (1) to create a weighting function that in effect spreads the incoming wave energy around \( \beta = 0 \) in WAMIT©. The sum of energies over all the incident angles is then equal to one. Because of the symmetry of the layouts and the directional distribution \( \beta \) is modelled from 0° to 90° with increments of 5°.

#### 5.2 Yearly average power output

The optimal configurations are determined by the highest mean annual production for a specific control scheme and geometry. To produce this number for a WEC in a given wave
climate is usually obtained by multiplying the power matrix for a given set of pairs \((T_e, H_{m0})\) by the power matrix of the device [12,20,21]. An example power matrix for a PT-tuned single device of Geometry II is shown in Fig. 4. The matrices are created by simulating the WECs with a wave elevation given by the average sea state spectra in each \((T_e, H_{m0})\) bin for \(T_e=180\) sec. Because we are looking for the average response of the device over a long time period, that is a year, and not on the response to a constantly changing sea state, the length of simulation time is sufficient to accurately represent the power capture of each control scheme. Furthermore, \(T\) is long enough for the simulation to reach a steady state where the transient response is no longer significant. Given the likelihood that the largest sea states will cause the device to go into survival mode, we set a criteria to exclude sea states with \(H_{m0}\) greater than the draft, similar to the procedure in [21]. This results in a zero power cut-off at \(H_{m0} = 6m\) and \(3m\), respectively for Geometries II and III. Given its draft of \(13m\), device I is able to operate in all significant sea states.

![Figure 4. Power Matrix for PT-Tuned Single Device RADIUS 5m DRAUGHT 6m Geometry II](image)

Similar power matrices were produced for both GC and PT for all array configurations for all inter-device spacings \(d\) (not shown). The resulting power matrices were multiplied by the probability of occurrence given by the sea state matrix (Fig. 2) to give the annual mean absorbed power in kW. For each control type, device shape, and array size, optimal configurations were chosen that resulted in the highest mean yearly converted power. The results are presented in Sec. 5.4. In Sec. 5.3 we look at the \(d\), the independent variable which determines our optimal configurations.

### 5.3 Influence of separation distance

Because of hydrodynamic interactions in the array, power yield is dependent on the separation distance \(d\), most notably for GC, where for short separation distances of less than 5 diameters power production for arrays of multiple bodies falls off up to 25% from that of the same number of independent bodies. This difference is due to the greater motions experienced by a device controlled by GC which modify the wave field around it, causing negative interference by radiation. This effect can be seen in Figs. 5 and 6 where the normalized power (divided by the power converted by a single device of the same Geometry and control type) for one to 6 devices is shown for \(d\) from \(2d\) to \(40d\) for Geometry I, and III for the bin \(H_{m0} = 2 - 3m T_e = 8 - 9s\). (Geometry II is similar to III and not shown) Since this the most frequently encountered sea state at the AMETS site (see Fig. 2), accounting for 7.48% of all sea states, it will influence markedly the optimal layouts which are presented in Sec. 5.4.

![Figure 5. Average Power Converted vs. Separation Distance. Geometry III. \(H_s = 2 - 3m T_e = 8 - 9s\).](image)

![Figure 6. Average Power Converted vs. Separation Distance. Geometry I. \(H_{m0} = 2 - 3m T_e = 8 - 9s\).](image)
We can note that GC outperforms PT for all cases, with the qualifier that for the closest separation distances the difference is half as large as for \( d \) of 10 and up. Comparing the curves for GC and PT we see that in each case, the 2-body array is the most advantageous in terms of relative power capture, with wide areas of \( d \) for which the interference is constructive. It is illuminating to observe that despite their similar shapes, the peak of the GC curve occurs at a larger \( d \) than that for PT, as we will see in detail in Sec. 5.4. Also of note is the performance of PT for Geometry I, for which the multi-body arrays have an area of constructive interference at a \( d/r \) of around 5.

### 5.4 Optimal array configurations

**FIGURE 7.** OPTIMAL LAYOUT FOR THREE AND SIX BODY ARRAY: GEOMETRY I. PT (red) AND GC (blue) (TO SCALE)

In Sec. 5.3 we saw that for a given device geometry, control, and array size, \( d \) plays a crucial role in determining the total power output for a given sea state. Out of all the power matrices created for each modelled scenario, as described in sec 5.2, we select those configurations that give the highest mean annual power for each control scheme. An example is shown in Fig. 7 for Geometries I and III for 3 and 6 bodies. Except for the 2-body case, this is the largest possible separation distance beyond which there are negligible gains for separating further, as can be evidenced in the asymptotic behaviour of the curves in figs. 5 and 6.

<table>
<thead>
<tr>
<th>N</th>
<th>Geo I</th>
<th>Geo II</th>
<th>Geo III</th>
<th>Geo I</th>
<th>Geo II</th>
<th>Geo III</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P/P_{PT} )</td>
<td>0.99</td>
<td>0.99</td>
<td>1</td>
<td>1.63</td>
<td>1.61</td>
<td>1.7</td>
</tr>
<tr>
<td>( d/r )</td>
<td>5.7</td>
<td>4.8</td>
<td>4.69</td>
<td>12.3</td>
<td>11</td>
<td>8.41</td>
</tr>
<tr>
<td>( P/P_{PT} )</td>
<td>1</td>
<td>0.987</td>
<td>1.17</td>
<td>1.62</td>
<td>1.59</td>
<td>1.6</td>
</tr>
<tr>
<td>( d/r )</td>
<td>5.71</td>
<td>4</td>
<td>13.2</td>
<td>12.3</td>
<td>13</td>
<td>20.8</td>
</tr>
<tr>
<td>( P/P_{PT} )</td>
<td>1</td>
<td>0.985</td>
<td>1.17</td>
<td>1.62</td>
<td>1.59</td>
<td>1.6</td>
</tr>
<tr>
<td>( d/r )</td>
<td>4.86</td>
<td>4.8</td>
<td>15.4</td>
<td>12.3</td>
<td>15.6</td>
<td>24.1</td>
</tr>
<tr>
<td>( P/P_{PT} )</td>
<td>1</td>
<td>0.984</td>
<td>1.17</td>
<td>1.61</td>
<td>1.58</td>
<td>1.6</td>
</tr>
<tr>
<td>( d/r )</td>
<td>4</td>
<td>15.6</td>
<td>17.9</td>
<td>14.9</td>
<td>25.8</td>
<td>28</td>
</tr>
</tbody>
</table>

Geometries (rad. (m), dr. (m)): I: (3.5,13) II: (5.6) III: (7.25,3)

TABLE 3. ANNUAL MEAN POWER NORMALIZED AGAINST PT FOR ONE DEVICE FOR SUBOPTIMAL CONFIGURATIONS FOR GC AND PT AT THE AMETS SITE.

We note is that in this wave climate, the majority of cases demonstrate diminished power uptake compared to the isolated case, with the exception of Geometry III for the 2-body case. Nonetheless constructive interference for Geometry III does not extend to multi-body configurations: all of them have negative interference at close \( d \) and as a consequence the suboptimal dis-
tances are quite far out compared to the other devices. This indicates that the benefits of choosing a highly radiative WEC will not be fully realized if many devices are placed together, and it may be more economically expedient to choose an alternate geometry. Yet we can also confirm that the array interactions, though negative, are not severely detrimental to total power capture, even for the multi-body arrays, and that devices can be placed close enough together with minimal loss in performance, while still economizing on cables and other array infrastructure.

6 DISCUSSION

As witnessed in Sec. [5], for a given set of fixed variables with a goal of power maximization, the control scheme plays the biggest role in determining the optimal configuration of an array. There is a clear trade-off in between the increased power output of a GC-controlled array and the required $d$ for its optimal performance. In the modelled cases in this paper, GC outperforms PT at all separation distances. However, the increased costs associated with implementing a reactive control scheme with the infrastructure necessary for inter-device communication can outweigh the economic benefit from the improved power capture. Moreover, the knowledge that increasing the separation distance for the multi-body configurations from 2.2$r$ to 10$r$ increases the power capture by a more than a third for the GC-modelled scenarios (refer to figs. 5 and 6), is useful for developers weighting the costs of infrastructure vs. the improved array performance.

In contrast to previous studies that have looked at array configurations such as [5][6][12], we have utilized real spectral data from a potential WEC array site. Furthermore, the proposed optimal control methods can be applied in real-time, unlike that in [13]. The frequency and directional spread of the data leads to a smoothing effect on the power output of the array: it is more difficult to get constructive interference. Although not explicitly studied in this paper, the fact that the power output of a circular array in a spectral wave climate produce is robust to changes in $d$ is useful from several viewpoints. Firstly, because of the possibility that loosely moored devices can deviate from their set positions, the power capture of a specific configuration can in fact degrade as the devices are displaced from the optimal positions that were designed to maximize power capture [14]. Secondly, because of power requirements for the grid, power smoothing can be a more important consideration in array layout design than maximal power capture, as seen in [11][18].

7 CONCLUSIONS

In this paper we have seen that the control scheme plays a key role in determining the optimal separation distance in a WEC array operating in real seas, with the reactive GC scheme requiring greater separations distances for optimal performance than the passive PT scheme. While this study is limited in it its modelling scenario, it does underscore the role that a wave climate plays in determining the optimal array layout for a given control scheme: in the case of AMETS site the sea states that contribute the most to the power production force greater separation distances for optimal performance of GC vs. PT.

Compared to previous optimization studies that have shown significant improvements in array power capture for certain configurations in regular waves such as [5][6][10], we have shown that for a real wave climate the opportunity to increase the array power capture over that of isolated devices is small. However, we have also seen that in such a wave climate the benefit of a control scheme that can calculate optimal motions in real time is significant regardless of number of devices, with a increase in the mean annual power yield of GC around 1.5 times that of PT for Geometries I and II to nearly 2-fold increase for the power yield for Geometry III.

Furthermore, the power output for a controlled circular array is relatively insensitive for a large range of $d$, allowing developers the freedom in placing WECs with the knowledge that array performance would not severely degrade should the separation distance be different from the originally planned. Given the uneven bathymetry and issues that may arise during installation such a scenario is quite likely at the AMETS site and other array sites under consideration. The extremely energetic sea states encountered at Belmullet suggest a power maximization control scheme might only be useful for smaller sea states. In this case, a scheme like GC will have an advantage over a sea-state based tuning scheme in that it allows for a device with a large draft designed to withstand great oscillations to be tuned to a smaller sea state with a smaller peak period. One possibility of implementing a hybrid control scheme would be to use motion constraints, such as those implemented for GC in [19].

A number of factors were not considered in the study that would need to be addressed in future work. In addition to considering motion constraints, it would be useful to look at devices oscillating in more than one mode of motion. Moreover, a more realistic geometric model of the devices would give a more precise number for the annual power capture. Finally, it is important to remember that any WEC array hydrodynamical layout optimization and control algorithms have to be included in a much broader wave to wire model that includes all other economic and technical parameters which ultimately will determine the success of a wave energy project.
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