12.1 INTRODUCTION

In this chapter, the use of wave energy converter (WEC) models for optimization and control will be investigated. Since the choice of modelling strategy, and the nature/structure of the model itself, is very much influenced by the application for which the model is used, significant consideration will be given to the modelling requirements which are particular to WEC control (and control of WEC arrays) and the constraints or characteristics relevant to optimization needs.

A variety of WEC model use is explored throughout this book. In many cases, the focus is on developing a model that can accurately predict device responses, or allow device developers to assess the performance of a device under a specific set of sea conditions. Alternative model uses include the desire to assess the performance of various WEC control strategies in simulation, or to assess the likely power production from a WEC device under a specific set of sea conditions (Chapter 13). In this chapter, however, the use of a WEC model either to evolve a control design algorithm or to include a WEC simulation or evaluation model within an optimization loop, places demanding computational and complexity limitations on allowable WEC models. For the control case, two requirements need to be met:

(a) There needs to be an algebraic route between the model parameters and the control parameters, and
(b) The derived controller must be able to execute in real time.

Item (a) places a complexity limit on the WEC model, while (b) also places a computational complexity limit. As a very rough guide, WEC devices designed to operate in Atlantic seas are likely to experience waves with periods around 10 s, suggesting that the sampling rate for such a WEC controller would operate in the region of 10 Hz, giving 0.1 s maximum for controller calculations. For use in numerical optimization loops (eg, optimizing the geometry of a device or array layout) the WEC/array models do not need to compute in real time, but since the optimization is likely to take a considerable number of iterations, and hydrodynamic parameters may need to be recomputed at each iteration, some economy needs to be achieved in the model complexity if optimization results are to be returned in a reasonable time.
In some cases, the WEC control algorithms are not simply algebraic transformations of the WEC model, but themselves involve numerical optimization routines which use a WEC model, in tandem with a numerical objective function; for example, see Hals et al. (2011b), Cretel et al. (2011), Brekken (2011), and Bacelli and Ringwood (2015). Though such control algorithms have a high computational overhead, they have the advantage of being able to take device constraints (displacement, power take-off (PTO) force, etc.) into account.

12.2 CONTROL OF WECs

In this section, the control of WECs and arrays of WECs is considered. Control refers to any device or algorithm used to alter the behaviour of a WEC or an array of WECs. There are multiple levels of WEC and WEC array behaviour at which control can be applied. In general, and in keeping with the spirit of this book, a model-based approach to control will be considered here, though we note that model-free approaches (for example, extremum-seeking control, Hals et al., 2011a) are also possible.

While the word ‘control’ used in connection with WECs and WEC arrays is consistent with the general use of the word in broader control applications, in that the behaviour of a system is altered, the control objective in the wave energy case diverges from traditional control objectives. Typically, traditional control loops are used to follow a setpoint (the servomechanism problem), or minimize the variance of a system output variable (the regulator problem). In both cases, the tendency is to drive the output to a certain demanded value, which is often constant. Two characteristics, which traditional control systems depend on, include:

The use of feedback, which has the added advantage of a reduction in the sensitivity of the closed-loop system to variation in the open-loop characteristics, including the system model, as well as providing set-point tracking, and

Forcing the system variables to a (relatively) constant value, which helps to validate the use of a linearized system model (for control design and simulation) about a fixed operating point or well-defined small region.

In contrast, the objective in WEC control is the maximization of captured energy, via a performance function of the form:

$$J = \int_{0}^{T} v(t)f_{pio}(t) \, dt,$$

(12.1)

where $v(t)$ is the device velocity in the degree(s) of freedom harnessed by the PTO and $f_{u}(t)$ the corresponding PTO force(s) exerted, subject to device physical constraints. Maximization of Eq. (12.1) is usually achieved by maximizing the motion of the device, which makes it difficult to justify linearization about an equilibrium point (usually the still water level is chosen). In addition, WEC control generally relies on feedforward control to generate optimal device velocity or PTO force setpoints (see Fig. 12.1) so that the attractive sensitivity properties of feedback systems cannot be relied on.

As a result, WEC control is a challenging problem, made considerably more challenging by the difficulty of obtaining lumped-parameter models that lend themselves to control design.

12.2.1 Control Effectors

Since wave energy PTO systems typically involve a number of changes of energy form, there can be a variety of ways to implement the required PTO force, in order to achieve the desired device velocity that maximizes Eq. (12.1). Fig. 12.2 shows a number of possible variables that can be
manipulated to control the PTO force which influences the WEC device motion, including:

- Hydraulic motor swashplate angle,
- Generator excitation current, and
- Power converter conduction angle.

In general, only one of these inputs is used, though consideration of efficiency of the various included PTO components might suggest that some combination might be beneficial, in particular circumstances. A manipulated control variable, for WECs where multiple hydraulic cylinders or (linear) electrical generators are used, could be the number of cylinders/generators employed either on a wave-to-wave basis, or for significant changes in sea-state. Hydraulic bypass valves could be used to deactivate hydraulic cylinders, while nonrequired linear generators could be electrically short-circuited. A final control possibility is that of pumpable water ballast, which can be used to alter the WEC inertia and therefore change its resonant frequency. An example study using ballast control for a bottom-hinged flap was performed by Qiu et al. (2013). However, the use of water ballast as a control input has limitations, including maximum pumping rate (determined by pump size) and the energy cost of moving water ballast.

It should be borne in mind that, for each PTO component of Fig. 12.2 used, a model is required. Ultimately, if we require to simulate a complete WEC system, a model of the full system from free surface elevation variations to the required output (eg, electrical power), taking into account intermediate inputs such as control inputs, is required. Similarly, a model-based WEC control algorithm will require a full model of the system from (usually) a measure of either the excitation force or free surface elevation to the control input point. In addition, control algorithms may also require a measure of an objective function, usually involving output power. In this book, the focus is on hydrodynamic modelling, so this chapter will also focus on hydrodynamic aspects of modelling and control.
12.2.2 Fundamental Control Results

With reference to the frequency-domain models developed in Chapter 2, we can recall the energy maximization problem by considering the force-to-velocity model of a WEC as (Falnes, 2002):

\[ \frac{V(\omega)}{F_{ex}(\omega) + F_u(\omega)} = \frac{1}{Z_i(\omega)^*}, \]  \hspace{1cm} (12.2)

where \( Z_i(\omega) \) is termed the intrinsic impedance of the system. In Eq. (12.2), \( V(\omega), F_{ex}(\omega), \) and \( F_u(\omega) \) represent the Fourier transform of the velocity, \( v(t) \), excitation force, \( f_{ex}(t) \) and control force \( f_{pto}(t) \), respectively. Note that, in the following, unless stated otherwise, the Fourier transform of time-domain signals or functions will be denoted by the corresponding capital letter, namely \( X(\omega) \triangleq \mathcal{F}\{x(t)\} \).

The intrinsic impedance, \( Z_i(\omega) \), of the model in Eq. (12.2) is specified as (refer to Falnes (2002) for the full derivation):

\[ Z_i(\omega) = B_r(\omega) + J\omega \left[ M + M_a(\omega) - \frac{K_v}{\omega^2} \right], \]  \hspace{1cm} (12.3)

where \( B_r(\omega) \) is the radiation resistance (real and even) and \( M_a(\omega) \) is the added mass.

The model in Eq. (12.2) allows the derivation of conditions for optimal energy absorption and the intuitive design of the energy maximizing controller in the frequency domain (Falnes, 2002) as:

\[ Z_{PTO}(\omega) = Z_i^*(\omega), \]  \hspace{1cm} (12.4)

where \( (\cdot)^* \) denotes the complex conjugate. The choice of \( Z_{PTO} \) as in Eq. (12.4) is referred to as complex conjugate control, but many (especially electrical) engineers will recognize this choice of \( Z_{PTO} \) as the solution to the impedance matching problem represented by Fig. 12.3. The result in Eq. (12.4) has a number of important implications:

- \( Z_{PTO}(\omega) \) is frequency dependent, implying that there is a different optimal impedance for each frequency—which raises the issue of how to specify \( Z_{PTO}(\omega) \) for irregular seas containing a mixture of frequencies?
- Since the radiation impulse response, \( h_r(t) \), is causal, \( h_r(t) = \mathcal{F}^{-1}(Z_{PTO}(\omega)) \) is anticausal, requiring future knowledge of the excitation force. While this is straightforward for the monochromatic case (single sinusoid), it is more problematic for irregular seas. The issue of forecasting random seas is dealt with in Section 12.2.5.
- Since force and velocity can have opposite signs in Fig. 12.3, the PTO may supply power for some parts of the sinusoidal cycle. This is akin to reactive power in power systems. Such a phenomenon places particular demands on PTO systems, not only in terms of the need to facilitate bidirectional power flow, but also that the peak reactive power can be significantly greater than active power (Shek et al., 2008; Zurkinden et al., 2013). The optimal passive PTO is provided by \( Z_{PTO} = |Z_i(\omega)| \), which avoids the need for the PTO to supply power, but results in a suboptimal control.
- The optimal control in Eq. (12.4) takes no account of physical constraints in the WEC/PTO, where there are likely to be...
limitations on displacement or relative displacement, PTO force and there may be external constraints imposed by electrical grid regulations.

- In Eq. (12.3), \( B_r(\omega) \) and \( M_a(\omega) \) are usually normally calculated as nonparametric functions of \( \omega \) (see Chapters 2, 3 and 4). In order to use the model-based impedance matching approach, it is usually required to parameterize \( B_r(\omega) \) as a finite-order differential function (see Chapter 3), which effectively replaces the convolution integral in Cummins equation with a finite-order differential equation. The relationship between the radiation damping convolution kernel function \( k(t) \) and \( B_r(\omega) \) and \( M_a(\omega) \) is provided by Ogilvie’s relations (Ogilvie, 1964).

The condition in Eq. (12.4) can also be expressed in terms of an optimal velocity profile as:

\[
V^{\text{opt}}(\omega) = F_{ex}(\omega)/(2R_i(\omega)),
\]

where \( R_i = 1/(2(Z_i + Z_i^*) \) is the real part of \( Z_i \). The condition in Eq. (12.5) is a condition on the amplitude of \( V^{\text{opt}}(\omega) \), with the restriction that \( v^{\text{opt}}(t) \) be in phase with \( f_{ex}(t) \), since \( R_i \) is a real (and even) function. This phase condition, considered separately, forms the basis for some simple WEC phase control strategies, such as latching (Falnes, 2002).

While the conditions of Eqs (12.4) and (12.5) specify the optimal device velocity profile, they don’t specify how it might be achieved. Fig. 12.1 shows a hierarchical structure for WEC control, where the optimal velocity is calculated in the upper branch and the PTO force is used to achieve this velocity in the lower servo loop. A number of studies have documented lower-loop control strategies for WEC PTO systems, including solutions based on internal model control (IMC) (Fusco and Ringwood, 2013; Beirão et al., 2007) and proportional-integral-plus (PIP) control (Taylor et al., 2009). A robust control strategy, using a passivity-based controller, can also be used (Fusco and Ringwood, 2014). Finally, in some cases, an integrated high/low-level controller is employed as, for example, in Falcão (2007) for a two-body WEC with a hydraulic PTO system.

### 12.2.3 Real-Time Model-Based WEC Control

In this section, three different example control strategies are presented, with increasing complexity (and potential resulting performance) of WEC model employed. In general, the complexity of the control algorithm is broadly consistent with the complexity of the model employed, though the way in which the control problem is formulated is also a determinant of the control algorithm complexity. Note that, for real-time control, a time-domain WEC model is required. For example, model predictive control (MPC) (Li and Belmont, 2014) uses a simulation model of the system contained within an optimization loop, which maximizes the objective function (energy) with respect to the control signal (PTO force or velocity), resulting in significant computational requirements.

In the following, Section 12.2.3.1 describes a simple controller, which is loosely based on the system model, but potentially offers good robustness properties and can handle PTO amplitude constraints. The controller described in Section 12.2.3.2 essentially inverts the complete Cummins equation model (constraints are not considered), while the controller of Section 12.2.3.3 uses constrained numerical optimization to solve the WEC control problem.

#### 12.2.3.1 A Simple but Effective WEC Controller

This controller, fully reported in Fusco and Ringwood (2013), effectively parameterizes the radiation damping dynamics by a constant, resulting in a controller which has a very simple parametric form. Consider Eq. (12.5), which calculates the optimal velocity profile as a
(frequency-dependent) function of the excitation force. In the following, a nonoptimal approximation of reactive control is proposed, where the noncausality and constraints are handled in a simple, but effective, way. The essence of this algorithm is the assumption that $f_{ex}(t)$ is a narrow-banded harmonic process, defined by time-varying amplitude, $A(t)$, frequency, $\omega(t)$, and phase $\phi(t)$:

$$f_{ex}(t) = A(t) \cos(\omega(t)t + \phi(t)); \quad (12.6)$$

the optimal reference velocity can then be generated from the following adaptive law:

$$v_{ref}(t) = \frac{1}{H(t)} f_{ex}(t), \quad \frac{1}{H(t)} = \frac{1}{2R_i(\omega)}, \quad (12.7)$$

where the value of the constant $H(t)$ is calculated from the curve $1/2B(\omega)$, based on a real-time estimate of the peak frequency of the wave excitation force. An online estimate of the frequency, $\hat{\omega}$, and amplitude, $\hat{A}$, of the excitation, can be obtained through the EKF (Budal and Falnes, 1982; Fusco and Ringwood, 2010):

$$\frac{1}{H(t)} = \frac{1}{2R_i(\hat{\omega})}, \quad \text{if } \frac{\omega U_{lim}}{A} > \frac{1}{2R_i(\hat{\omega})} \quad \text{otherwise.} \quad (12.13)$$

According to Eq. (12.13), when in the unconstrained region, the velocity is tuned to the optimal amplitude given by complex-conjugate control, as in Eq. (12.5). Otherwise, the maximum allowed velocity (lower than the optimal) is imposed, while keeping the velocity in phase with the excitation force. The control structure is illustrated in Fig. 12.4. Since the algorithm is only loosely based on the WEC model, it has relatively good robustness properties to model error. Lower loop control as illustrated in Figs 12.1 and 12.4 is performed using IMC (Morari and Evangelos, 1989), while a robust servo controller has been developed in Fusco and Ringwood (2014). The simple but effective (SE) controller, when compared with a MPC in both wide- and narrow-banded seas, has a relative capture width (RCW) within about 10% of the MPC (see Fig. 12.5), and even outperforms the MPC for long wave periods in the low $H_s$ case. However, the simple controller has superior robustness to variations in $K_b$ and has a tiny
**FIG. 12.4** Proposed control architecture for the simple/effective controller. The EKF effectively tracks the wave frequency and amplitude as in Eq. (12.6), while the $1/H(t)$ block provides an adaptive feedforward gain to determine the optimal velocity profile. $K(s)$ regulates the PTO to ensure that the optimal velocity profile is achieved.

**FIG. 12.5** Performance of proposed nonoptimal causal control, compared with optimal MPC. Relative capture width figures of merit are comparable for both controllers, with some small compromise on PTO force limits by the SE controller. (A) Relative capture width (RCW). (B) Distribution of heaving excursion and PTO force.
fraction of the computational complexity of MPC. Note also, from Fig. 12.5, that the amplitude and force limits of ±1 m and ±1 MN are, in general, well respected. The parameter \(\lambda\) in Fig. 12.5 reflects the sea spectrum bandwidth \((\lambda = 0.5 \Rightarrow \text{widelbanded})\), from the Ochi sea spectrum model (Ochi, 1998). Further details and results for this controller are given in Fusco and Ringwood (2013).

### 12.2.3.2 The ‘Aalborg’ PID Controller

The control algorithm reported here follows a control signal parameterization which is a direct consequence of the WEC model employed. For a WEC model based on the typical Cummins formulation (see Chapter 3 and Cummins, 1962), the control force is parameterized (Nielsen et al., 2013) as:

\[
    f_c(t) = m_c\dot{v}(t) + c_c v(t) + k_c u(t),
\]

where \(v(t)\) and \(u(t)\) are the device velocity and displacement, respectively. It can reasonably be argued that this controller parameterization is optimal for monochromatic waves, since it effective has the potential to cancel or modify each of the terms in the Cummins’ equation model, bearing in mind that the radiation damping term is constant for a fixed frequency (the monochromatic case). There is also some familiarity to the form of Eq. (12.14) since, from a velocity perspective, the control signal is composed of proportional \((c_c\dot{v}(t))\), integral \((k_c u(t))\), and derivative \((m_c\dot{v}(t))\) terms, following the pattern of the well-known PID form used in traditional feedback control. However, one important distinction with the traditional PID controller is that the controller in Eq. (12.14) is a feedforward controller and does not operate on a tracking error, as does the traditional PID controller. Nevertheless, there is a bidirectional interaction between the control force, \(f_c(t)\), and the device velocity, \(v(t)\), via the WEC system or system model \((f_c(t) \rightarrow v(t))\) and via the control calculation \((v(t) \rightarrow f_c(t))\).

For the panchromatic case, the radiation damping term in the WEC model is replaced by a finite-order rational approximation (see Chapter 3) and the (now) stochastic optimal control problem is solved using a variational approach based on a Hamiltonian formulation. The resulting control force solution is:

\[
    f_c(t) = -(m + m_\infty)\dot{v}(t) - k_b u(t) + \int_t^\infty h_{rv}(\tau - t)v(t)d\tau,
\]

where \(m\) is the WEC inertia, \(m_\infty\) is the infinite frequency added mass, \(k_b(t)\) is the restoring force constant (assuming a linear restoring force), and \(h_{rv}(\tau)\) is the impulse response resulting from the rational approximation to the radiation damping kernel. It can be noted that Eq. (12.15) maintains the general PID form, with the proportional term now replaced with a convolution representing the radiation PID form, with the proportional term now replaced with a convolution representing the radiation damping term. Effectively, the terms in Eq. (12.15) cancel each term in the Cummins equation, resulting in perfectly optimal control (within the bounds of the approximation of the radiation damping kernel), assuming that the Cummins equation model is exact.

Since the integral term in Eq. (12.15) requires future knowledge of \(v(t)\), the authors further develop a causal version of the controller, which requires no future knowledge. The interested reader is referred to Nielsen et al. (2013) for the complete details.

### 12.2.3.3 WEC Controllers Based on Numerical Optimization

The class of WEC controllers based on numerical optimization share the following characteristics:

- An accurate model of the WEC is required,
- The complexity of the controller is such that it exploits all the subtleties of the model, ie, the controller is highly tuned to the model,
- No fixed parameterization is applied to the control force (as, for example, in Sections...
12.2.3.1 and 12.2.3.2, but rather a solution for the control signal time series is sought from numerical optimization,

- Device constraints (displacement, force, etc.) can be included in the control formulation, and
- The computational demands of such controllers are significant, mainly due to the iterative numerical optimization.

This class of controller has emerged from traditional feedback control and, specifically, MPC, which was developed for the relatively slow process and chemical industry. In the WEC setting, the traditional feedback error cost function is replaced with a performance function of the form:

\[
J(T) = \int_0^T f_{pto}(t) \ v(t) \ dt, \quad (12.16)
\]

where \( T \) is the control horizon, \( f_{pto}(t) \) the desired optimal PTO force (the solution of the optimization problem) and \( v(t) \) the device velocity. A variety of MPC formulations have been reported in the literature, including Hals et al. (2011b), Cretel et al. (2011), Brekken (2011), and Li and Belmont (2014). The main differences between these formulations are the specific cost functions employed, which are usually variations on Eq. (12.16) designed to ensure a convex optimization problem, which simplifies the calculation of the optimum. A recent variation on the general MPC framework has been developed (Bacelli and Ringwood, 2015), inspired by the emergence of pseudo-spectral optimal control formulations within the traditional control community, which parameterizes the WEC signals with basis functions, resulting in a computationally efficient formulation. An outline of the solution route is provided here.

This control solution is based on the discretization, in the time domain, of the PTO force and of the motion of the device in order to transform the problem into a nonlinear program (NLP). The approach is similar to the direct simultaneous method used for the solution of optimal control problems (Cuthrell and Biegler, 1987), where both the control variables and the state variables are discretized. The optimal control problem is to find the PTO force vector \( f_{pto} \) that maximizes the total absorbed energy \( J \), subject to the equation of motion (Cummins equation) and the additional control and motion path constraints described as:

\[
h(u,v,f_{pto},t) = 0 \quad (12.17)
\]

\[
g(u,v,f_{pto},t) \leq 0. \quad (12.18)
\]

where \( u(t) \) is the device displacement. The discretization of the control problem is performed by approximating the position \( (i) \) and the velocity \( (v) \) vectors with a linear combination of the basis functions \( \phi_k(t) \), and the PTO force \( f_{pto} \) vector with a linear combination of the functions \( \phi_k^p(t) \); the \( i \)th components of these vectors are:

\[
u_i(t) \approx v_i^N(t) = \sum_{k=1}^N x_{ik}^v \phi_k(t) = \Phi(t) \hat{x}_i^v, \quad i = 1, \ldots, n \quad (12.19)
\]

\[
v_i(t) \approx v_i^N(t) = \sum_{k=1}^N x_{ik}^v \phi_k(t) = \Phi(t) \hat{x}_i^v, \quad i = 1, \ldots, n \quad (12.20)
\]

\[
f_{pto,i}(t) \approx f_{pto,i}^N(t) = \sum_{k=1}^{N_p} u_{ik} \phi_k^p(t) = \Phi^p(t) \hat{u}_i, \quad (12.21)
\]

where \( N \) and \( N_p \) are the orders of the expansions for the states (position and velocity) and the control input (PTO force), respectively,

\[
\hat{x}_i^u = [\hat{x}_{i1}^u, \hat{x}_{i2}^u, \ldots, \hat{x}_{iN_p}^u]^T, \quad \hat{x}_i^v = [\hat{x}_{i1}^v, \hat{x}_{i2}^v, \ldots, \hat{x}_{iN_p}^v]^T,
\]

\[
\hat{u}_i = [\hat{u}_{i1}, \hat{u}_{i2}, \ldots, \hat{u}_{iN_p}]^T,
\]

and

\[
\Phi(t) = [\phi_1(t), \phi_2(t), \ldots, \phi_N(t)],
\]

\[
\Phi^p(t) = [\phi_1^p(t), \phi_2^p(t), \ldots, \phi_{N_p}^p(t)].
\]
Using the approximated velocity and PTO force, from Eqs (12.20) and (12.21), respectively, the total absorbed energy $J^N$ is

$$J^N = - \int_0^T \Phi(t) X^u U^T \Phi^P(t) dt = \sum_{i=1}^{N^p} \sum_{j=1}^{N} w_{ij} \Gamma_{ij},$$

(12.22)

where $w_{ij}$ are the elements of the matrix $W = X^u U^T$, which depends on the coefficients of the velocity ($X^u$) and the PTO force ($U$), while $\Gamma_{ij}$ are the elements of the constant matrix $\Gamma$ which depends on the bases $\Phi$ and $\Phi^P$ as

$$\Gamma = \int_0^T \Phi^T(t) \Phi^P(t) dt.$$ (12.23)

The matrices $X^u$, $X^v$, and $U$ are defined as

$$X^u = [\hat{x}_1^u, \ldots, \hat{x}_N^u], \quad X^v = [\hat{x}_1^v, \ldots, \hat{x}_N^v],$$

$$U = [\hat{u}_1, \ldots, \hat{u}_{N^p}].$$

The result of the discretization is the finite dimensional NLP described by the quadratic cost function $J^N$ in Eq. (12.22), the linear equality constraints due to the dynamic equations (Cummins equation) which is reformulated in terms of the variables in Eqs (12.19)–(12.21), and by the additional equality and inequality path and control constraints in Eqs (12.17) and (12.18).

The solution to this discretized WEC control problem is provided by the optimal PTO force, $\hat{u}^*$, corresponding to the discrete parametric form of the PTO force in Eq. (12.21). For the unconstrained case, an algebraic solution results while, with the addition of constraints, a numerical optimization is required. For the full development and solution, the interested reader is referred to Bacelli and Ringwood (2015). One useful feature of the pseudo-spectral approach is that a user-defined trade-off between computational complexity and fidelity of approximation can be achieved by appropriate choice of $N$ and $N^p$ in Eqs (12.19)–(12.21), which guarantees a feasible real-time control solution. In the discretization in Eqs (12.19)–(12.21), a variety of basis function types can be used; however, a natural choice of basis function is a Fourier series, given the harmonic nature of the system variables and the excitation signal.

### 12.2.4 Control of WEC Arrays

The analytical formulation of the maximum power absorbed by an array of oscillating devices was independently derived by Evans (1979) and Falnes (1980). Both authors obtained a result which is the general case of reactive (phase and amplitude control) control. A system of optimally controlled WECs is described by Evans (1981), with the effect of motion constraints on maximum power absorption also considered. Also, Falnes and Budal (1982) reported a study on linear arrays of heaving buoys, where they considered unconstrained motion as well as constrained motion. Falnes extends his previous work in Falnes (1984), where he considers an infinite linear array of evenly spaced oscillating bodies. Constraints on arrays of oscillating bodies have also been considered in Fitzgerald and Thomas (2007), where limiting the oscillation amplitude to two or three times the incoming wave amplitude results in the positive interference between array elements being reduced, though the negative interference is not significantly affected.

Finally, a real-time control algorithm for arrays of WECs, using a basis function parameterization of system variables (following the general development in Section 12.2.3.3), is presented in Bacelli et al. (2013), while the method is extended to consider system constraints in Bacelli and Ringwood (2013a). All of these methods use a Cummins equation-style model, with the device variables now expanding to vectors to cater for the multiple bodies (see Chapter 8). Though coordinated control of WEC arrays has been shown to be advantageous (up to 20% more energy can be captured by getting the devices to work together and take

### IV. APPLICATIONS FOR WAVE ENERGY CONVERTER MODELS
There is a significant dependence on the model accuracy and an appreciable reduction in coordinated control benefit can accrue from modelling errors. To this end, a sensitivity analysis to device position errors is carried out in Bacelli et al. (2013), which shows that independent device control is more beneficial than coordinated control, when modelling errors (in relative device position) exceed a certain threshold.

### 12.2.5 Wave Forecasting

While some WEC control algorithms circumvent the need to predict future variations in free surface elevation or excitation force (Fusco and Ringwood, 2013; Scruggs et al., 2013), in general there is a need to provide forecast values of free surface elevation or excitation force due to the noncausality of the optimal PTO force, as articulated in Section 12.2.2. Fortunately, there is a strong positive connection between the wave forecasting requirements of energy maximizing control (Fusco and Ringwood, 2012) and the forecastability of random seas (Fusco and Ringwood, 2010), due to the close relationship between the radiation damping dynamics and the design sea state (ie, predominant period).

Wave forecasting can be performed using up-wave measurement, based on either black-box propagation models (Price and Wallace, 2007; Eder et al., 2013; Monk et al., 2013) or models for wave propagation based on wave physics (see Chapter 10). A simpler alternative is to use a time series model at the device location (Fusco and Ringwood, 2010) for either excitation force or free-surface elevation. Both approaches are illustrated in Fig. 12.6. A comparative case study (Paparella et al., 2015) of both up-wave and timer series approaches showed little advantage of the inclusion of up-wave measurements, suggesting that the additional cost of up-wave sensors and the development of (either time-series or physics-based) wave propagation models is questionable. While many time series techniques may be employed, including harmonic, neural network, and models based on the EKF, a simple linear autoregressive (AR) forecasting model, viz:

\[
\text{Predicted wave} = a_1 \text{Observed wave} + a_2 \text{Incoming waves} + \text{noise}
\]

**FIG. 12.6** The two main approaches to wave forecasting. Up-wave prediction requires the addition of extra sensors, while the time series approach in (A) simply forecasts future excitation force based on the measured device motion. (A) Prediction based only on local single-point measurements. (B) Prediction based on up-wave measurements.

IV. APPLICATIONS FOR WAVE ENERGY CONVERTER MODELS
\[ \hat{\eta}(k+l|k) = \sum_{i=1}^{n} \hat{a}_i(k)\hat{\eta}(k+l-i|k), \quad (12.24) \]

performs well and has a nice frequency domain interpretation. For example, Fig. 12.7 shows \( \hat{\eta}(k+l|k) \) for \( l = 1 \) to \( l = 50 \), at a specific time instant \( k \), calculated with an AR model of order \( n = 24 \), for wave data at Pico Island in the Azores filtered with cut-off frequency \( \omega_c = 0.7 \text{ rad/s} \).

Fig. 12.8 shows how the AR model poles pick out the characteristic spectral peaks in the sea spectrum.

### 12.2.6 WEC Control Perspectives

A number of comments, from a control perspective, may reasonably be made in relation to the WEC models (and array models) upon
which WEC controllers are based. In the first instance, the robustness of WEC control systems to modelling errors is highlighted in Fig. 12.1, which shows the calculation of the optimal velocity profile as an open loop calculation, which is therefore sensitive to modelling errors. There is therefore a robustness issue, which is rarely explicitly addressed in WEC control studies, though there are some exceptions, for example, Fusco and Ringwood (2014).

In general, the more complex the WEC model, the more highly tuned the model-based controller will be. While such complex controllers potentially offer better performance, they are likely to be more sensitive to modelling error. The control formulation in Sections 12.2.3.1–12.2.3.3 offer incrementally increasing complexity, but some consideration needs to be given to the robustness to modelling error. To this end, the pseudo-spectral formulation shown in Section 12.2.3.3 could offer a variable sensitivity to modelling errors, through the appropriate choice of $N$ and $N^p$, though this requires further study. One interesting experiment was reported in Kracht (2013), where the performance of the simple controller reported in Section 12.2.3.1 was compared to an MPC in a tank test for a heaving buoy device. Though the MPC (marginally) outperformed the simple controller in simulation (where the same model was used in simulation as for the model-based controller) (Fusco and Ringwood, 2013), the simple controller was seen to outperform the MPC in the tank test (Kracht, 2013), most likely due to the fact that the model-based MPC was more sensitive to modelling errors.

While the bulk of WEC control design methods are based on linear WEC models, nonlinear WEC modelling methods are becoming more common (see Chapters 5–7 and Retes et al., 2015) and WEC controllers based on nonlinear WEC models are also beginning to appear. One important issue raised in Retes et al. (2015) is that, while (linear) WEC models may validate well with tank tests for uncontrolled systems, the operational range of the WEC may be significantly expanded under control, with greater extremes in wetted surface variation (displacement) and velocity/acceleration likely to be achieved. In such an expanded operational situation, nonlinear models based on boundary-element methods (see Chapter 5 and Retes et al., 2015), or nonlinear or representative linear models identified from wave tank data (see Chapter 7) may give greater fidelity. However, apart from the representative linear models (Davidson et al., 2015), WEC controllers have yet to be designed for WEC models which include nonlinear Froude–Krylov forces. However, controllers are available for WEC models containing:

- Nonlinear restoring force (Richter et al., 2013; Fusco and Ringwood, 2014),
- Nonlinear viscous damping (Bacelli and Ringwood, 2014), and
- Nonideal PTO efficiency characteristics (Falcão et al., 2015; Bacelli et al., 2015; Genest et al., 2014).

This chapter presents a small selection of WEC control algorithms and perspectives. A broader study on the WEC control systems problem and literature is available in Ringwood et al. (2014). In general, there is a positive correlation between the complexity of the model that a WEC controller is based on and the potential power capture performance. However, increased model complexity is also accompanied by an increased computational burden and, most importantly, a WEC controller tightly tuned to a complex WEC model may be quite sensitive to modelling errors. With the almost exclusive reliance on linear WEC models for WEC model-based controllers, and the dubious validity of linear WEC models under control conditions (Retes et al., 2015), significant care needs to be taken that an overall well-performing WEC control solution is achieved. While traditional (feedback regulatory) controllers are often reasonably based on linearized system models, since system operation is forced to an equilibrium by the controller action, WEC
controllers tend to exaggerate motion away from equilibrium (e.g., the still water level) making the assumption of small variations invalid.

### 12.3 OPTIMIZATION OF WECs AND WEC ARRAYS

This section considers the use of numerical optimization to optimize the geometry of WECs and the layout of WEC arrays. In particular, the interaction between such device/array optimization and the control design problem is also studied and some recommendations made. In theory, all the design parameters of single-body WECs, multibody WECs and WEC arrays can be numerically optimized, providing there exists:

(a) A suitable objective function to provide a figure of merit for the various candidate designs, and
(b) A route to calculate the objective function values

Regarding (a), a typical figure of merit employed is the amount of useful energy converted by a WEC or WEC array. However, focussing on power alone may result in disproportionate capital or other costs and a more holistic objective is suggested by the techno-economic optimization framework outlined in Costello et al. (2012) and illustrated in Fig. 12.9. In the techno-economic optimization framework, significant computation is involved, including the required recalculation of hydrodynamic parameters in the ‘device analysis’ block, as the WEC geometry is adapted. However, providing such a problem can be solved, the resulting solution balances capital, operation and other costs against power production, maximizing the economic benefit of a wave energy project. With regard to (b), while the specification of suitable WEC models for such a formulation is not too difficult (and is the focus of much of this book), the accurate articulation of the cost model is far from trivial, as outlined in Teillant et al. (2012).

Finally, there are (in general) no guarantees that the global minimum (or maximum) of the objective function can be found in practice. For relatively simple performance functions, typically employing quadratic measures, the optimization problem presented is usually convex, with a guaranteed convergence to the function minimum or maximum. However, for more complex objective functions (and more complex relationships between the objective function variables, i.e., the device model), convergence is not guaranteed, though recourse can be made to concurrent search algorithms (such as genetic algorithms Goldberg, 1989), which employ multiple interacting simultaneous solutions to cover the search space.

In the following two sections, by way of example, two optimization problems of interest to WEC developers are presented. In Section 12.3.1 the geometric optimization of a heaving buoy is

---

**FIG. 12.9** Techno-economic optimization philosophy.
considered, while in Section 12.3.2, the optimal spacing of an array of WECs in an array is considered. In both cases, the interaction between the geometric/spacing design and the control design problem is emphasized, highlighting the need to consider both design problems concurrently, rather than sequentially.

12.3.1 Geometric Optimization of WECs

Here, the optimization of geometric parameters of a WEC is considered. In reality, the impact of WEC geometry changes should be considered from many aspects of a wave energy project, as articulated in Fig. 12.9, including impacts on capital cost, transport costs, manufacturability, etc. However, for simplicity, the current analysis will focus exclusively on the maximization of energy capture, which will also facilitate a clear presentation of the interplay between geometry optimization and energy-maximizing control design. The overall combined geometry/control optimization is illustrated in Fig. 12.10. For each trial of the WEC geometry parameters, the control system must be redesigned to ensure that energy capture is maximized over the full range of operation.

In general, the WEC geometry is designed for the prevailing sea conditions in a particular location, with control subsequently used to improve the energy conversion performance of the device for sea-states other than the design sea-state. This usually involves matching the device frequency response, or response amplitude operator (RAO), to the predominant sea spectrum. However, particular control strategies, subsequently employed and while doing their best to broaden the RAO in frequency range, can be limited in capability to produce an overall optimal system. Two cases in point highlight the issue. Latching control (Budal and Falnes, 1975; Babarit and Clément, 2006a), which delays the motion of a WEC by locking its position at the extreme (upper and lower) points of motion, has the ability to slow down the WEC in sea periods longer than the design period. On the other hand, declutching control (Babarit et al., 2009; Folley and Whittaker, 2009) has the opposite effect—for intervals of the motion cycle, the WEC is ‘unloaded’ allowing the response to be speeded up in sea periods shorter than the design period. Both latching and declutching produce composite device/control (‘closed loop’) systems, which are nonsymmetrical with respect to the predominant sea state.

Aiming to improve wave energy extraction, a number of studies have been done on device geometry optimization of WECs independently of the control system (Babarit and Clément, 2006b; Alves et al., 2007; McCabe et al., 2010; McCabe, 2013; Kurniawan and Moan, 2013). However, a preliminary study, examining the influence of latching control on the overall geometric optimization of a heaving cylinder (Gilloteaux and Ringwood, 2010) suggested that significant interaction potentially existed between the geometry and control design problems, highlighting the issue for latching control.

FIG. 12.10 Combined geometric and control optimization.
Some sample results, which illustrate the effect of variations in the radius, $r$, and draught, $d$, of a cylindrical point absorber WEC, are shown in Fig. 12.11 for four different control strategies:

**UD** Uncontrolled device (optimal passive damping, determined for peak for wave spectrum),

**LD** Latching-controlled device (Babarit and Clément, 2006a),
FIG. 12.11 Evolution of the absorbed power for different values of $r$ and $d$: (A) UD, (B) LD, (C) DD, (D) MPCD (polychromatic waves: $H_s = 1$ m; $T_p = 7$ s).
**DD** Declutching-controlled device (Babarit et al., 2009), and
**MPCD** MPC-like controlled device (Bacelli and Ringwood, 2015).

$P_a$ is the absorbed power and the contour plots on the base of the surface plots clearly show the diversity in the optimal values for $r$ and $d$ (denoted $r^*$ and $d^*$ respectively, which are enumerated in Table 12.1. $T_r^*$ is the resonant period of each of the optimized devices. Note that $P_a/V_o$ is calculated for information only, since the performance objective is the maximization of $P_a$. If desired, an alternative performance function, with a dependence on (for example) $P_a/V_o$, could be employed, which would yield different optimal geometries.

Significantly, since latching (LD) has the ability to slow down the motion of a WEC but not speed it up, the optimal WEC has a relatively small resonant period, while the converse is true for declutching (DD). The MPC-like strategy has the capability to both speed up and slow down the WEC, so the $T_r^*$ for the MPC-optimized device is fairly central and close to that for the UD case.

In the example shown, a simple device geometry is employed, with just two parameters to be optimized. For more complicated shapes, if shape optimization is to be performed, the geometry needs to be parameterized in terms of a finite number of parameters. For curves, etc., such parameterization can become more challenging, with the potential need to parameterize curved sections using basis functions, such as polynomials. However, as the number of parameters to be optimized grows, so too does the complexity and dimensionality of the performance surface to be searched, reducing the likelihood of achieving a global optimum and incurring significant computational requirements. One other issue to consider is that, while shapes (and controllers) may present advantageous average power capture performance, the displacement variations and maximum forces generated may also vary, and these also have cost implications, though the trade-off between force and amplitude constraints may also, to some extent (Bacelli and Ringwood, 2013b), be optimized. A more complete treatment of the interaction between geometry and control optimization is given in Garcia-Rosa and Ringwood (2015).

### 12.3.2 WEC Array Layout Optimization

Wave farms have a feature, unusual among the range of renewable energy technologies (such as solar, wind, and tidal), whereby the total energy output from a farm of $n$ devices can exceed that of $n$ individual devices. This phenomenon results from the fact that oscillating WECs radiate waves, which can constructively interfere with the incident wave field resulting in an overall net benefit to the devices in the array. However, by the same mechanism, destructive interference can also occur. Ultimately, array layouts and orientation need to be optimized for the prevailing conditions at the wave farm site.

<table>
<thead>
<tr>
<th>Control</th>
<th>$r^*$ (m)</th>
<th>$d^*$ (m)</th>
<th>$T_r^*$</th>
<th>$V_o$ (m$^3$)</th>
<th>$P_a$ (W)</th>
<th>$P_a/V_o$ (W/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UD</td>
<td>11</td>
<td>6</td>
<td>7.06</td>
<td>2280.80</td>
<td>26,340</td>
<td>11.55</td>
</tr>
<tr>
<td>LD</td>
<td>6</td>
<td>4</td>
<td>5.55</td>
<td>452.39</td>
<td>39,730</td>
<td>87.82</td>
</tr>
<tr>
<td>DD</td>
<td>12</td>
<td>8</td>
<td>7.79</td>
<td>3619.11</td>
<td>33,290</td>
<td>9.20</td>
</tr>
<tr>
<td>MPCD</td>
<td>12</td>
<td>4</td>
<td>6.56</td>
<td>1809.56</td>
<td>65,130</td>
<td>35.99</td>
</tr>
</tbody>
</table>
In addition, like the WEC geometry optimization discussed in Section 12.3.1, optimal wave farm layout is also a function of the control system employed in the farm. Both independent (each device has its own autonomous control system) and global (a coordinated control strategy, taking account of device interaction is employed) strategies result in different optimal farm layouts. The normal figure of merit for a wave farm is the $q$ factor, defined (Budal, 1977) as:

$$q = \frac{W}{nW_s},$$

where $W$ is the total energy absorbed by the array, $W_s$ is the energy absorbed for a single isolated device, and $n$ is the number of units in the array. If wave interactions have a constructive effect on the energy absorbed by the array, then $q > 1$ and, if the effect is destructive, $q < 1$.

A simple example (described more fully in Garcia-Rosa et al., 2015) is used to illustrate some of the issues. A small set of linear, triangular, and square arrays is examined and a single parameter (the interdevice spacing) is optimized, together with the incident wave orientation. It may be noted (Thomas and Evans, 1981) that the average $q$ factor around all possible wave directions (i.e., array orientation) is unity; however, since most wave energy sites have a predominant wave direction, a favourable orientation (with $q > 1$) can normally be found. For a square array of four cylindrical heaving WECs, with radius of 6.25 m and draught 4 m, Fig. 12.12 shows the variation in $q$ factor for variations in array orientation and interdevice spacing (spacing distance $d$ is normalized by the device radius $r$). The upper and lower plots show the case for global array control (GC) (Bacelli et al., 2013) (using a control algorithm as described in Section 12.2.3.3) and passive tuning (optimal linear damping for each device, PC). A Bretschneider panchromatic wave spectrum with $H_s = 1$ m and $T_p = 7$ s was employed, using planar long-crested waves, and no PTO constraints were active.

A number of features of Fig. 12.12 are noteworthy. A distinct peak in the $q$ factor surface is evident, which implies a significant sensitivity to $d/r$ and $\beta$, suggesting that a poor choice for $d$ and $\beta$ can result in a very significant loss in energy conversion potential of the wave farm, at least for a particular, possibly the predominant, sea-state. It is also clear that significantly more energy can be converted using a coordinated control approach from the array ($q$ factor peak is higher for global control case), as documented in Bacelli et al. (2013). In fact, with an optimized array layout and global control, up to 40% more power can be converted (Garcia-Rosa et al., 2015), compared to a layout-optimized array of devices with optimal damping. One other significant feature that can be drawn from Fig. 12.12 is that different optimal $d/r$ values are evident for the global control and optimal (passive) damping cases. Such a difference ($d/r^* = 27$ for GC and $d/r^* = 23$ for PC, for the case illustrated in Fig. 12.12) shows the sensitivity of the optimal array layout to the control strategy employed. In general, there is little sensitivity of the optimal array orientation to the control strategy employed (Garcia-Rosa et al., 2015).

As an illustration of the significance of the sensitivity of the optimal array layout to the control strategy employed, Fig. 12.13 shows the corresponding optimal array layouts for linear (2 and 3 body), triangular, and square arrays for the GC and PC cases. The examples shown confirm that significant benefit can be obtained from optimizing the array layout and orientation and that the control strategy should also be considered at the array layout optimization stage. However, the simple examples shown in this section (chosen for clarity of illustration) employ only one free layout dimension parameter (and an orientation parameter) while, in practice, much more freedom could be employed. For example, a commercial array of (say) 30 devices might be parameterized in terms of the individual
Cartesian \((x,y)\) coordinates, giving 60 parameters to be optimized. There are no guarantees that the resulting multidimensional optimization problem is convex, potentially requiring the employment of concurrent search algorithms, with the consequent high computational overhead. However, array layout design is a once-off design issue and, given the cost of WEC arrays and the potential impact on energy receipts of a suboptimal layout, deserves considerable attention. However, it must also be recognized that the final optimal array layout will also need to respect other design criteria relating to moorings, electrical interconnection, and navigational constraints. In addition, optimization across the full range of sea-states, and their associated probability, would need to be performed.
12.3.3 Summary

- For model-based control design, and the simulation of WEC controller performance, time-domain WEC models are required.
- Ideally, WEC controllers should respect the true nonlinear dynamics of WECs (both PTO and hydrodynamics); however, controllers based on linear WEC models predominate so far, due to the difficulty of generating true nonlinear controllers. This is due to the difficulty of nonlinear WEC controller design.
- There is, in general, a positive correlation between the complexity of the hydrodynamic models employed and the complexity of the resulting controllers. For real-time implementation, controller computational complexity can become an issue.
- The robustness of WEC controllers to modelling error should be considered in identifying an overall optimal controller, particularly since WEC controllers drive the system away from equilibrium and subject the WECs to forces that create relative body/fluid motion well in excess of that experienced due to wave motion alone. In addition, higher device/fluid relative velocities may be attained under control, resulting in the magnification of viscous drag effects.
- Optimal control is noncausal, but wave forecasting can assist in the provision of future variations in excitation force or free-surface elevation, and can be effectively achieved using autoregressive forecasting models.
- Optimization of WEC geometry and array layout should include consideration of the array control strategy as well as the incident wave climate.
- The significant amount of computation required for parametric (layout and geometry) optimization means that the WEC numerical model employed must be computationally efficient. This is especially true in the case where total wave farm project optimization is considered, as illustrated in Fig. 12.9.

References


